Learning Resources - Website Content CSCR Exam 3

Purpose: This document is intended to capture the website content of those sites referenced as
learning resources for CSCR Exam 3. Note that only virtual resources are captured. Additional
textbook study resources have not been included but are available for purchase as detailed on-line
and in this document. If the “Initial Link” for a given assignment is still active, it can be leveraged.
Otherwise, the contents that had previously been available at the “Initial Link” can be found later
within this document by using the first link in each row.

Note that some materials can be listed multiple times within the Learning Objectives. In such
instances, they will often appear only once in the below links. Additional materials, such as
reference textbooks, are also further detailed within the Learning Objectives for this exam but may
not be included in the following list. Candidates are encouraged to fully review both sets of
resources.

1. Assignment 1, Module 1 and Module 2: Reference Sections 1.4, 1.5, 1.8, 1.9, 1.10, 2, 2.16,
4.3.1, 4.4, 4.5, of the book available for purchase: Initial Link

2. Assignment 1, Module 1 and Module 2: Monte Carlo Simulation: Initial Link

3. Assignment 1, Module 3: Reference Section 3 of the book available for purchase: Initial Link

4. Assignment 1, Module 3: List of Disasters by Cost: Initial Link

5. Assignment 2, Module 1: Tropical Cyclone Definition: Initial Link
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Assignment 2, Module 1: South Atlantic Formation: Initial Link
Assignment 2, Module 1: South Atlantic Formation (2): Initial Link
Assignment 2, Module 1: Hurricane vs. Typhoon: Initial Link

9. Assignment 2, Module 2: Hurricane Season: Initial Link

10. Assignment 2, Module 2: Tropical Cyclone Climatology: Initial Link

11. Assignment 2, Module 2: Hurricane Records: Initial Link

12. Assignment 2, Module 2: Hurricanes by Decade: Initial Link

13. Assignment 2, Module 2: Hurricane Genesis: Initial Link

14. Assignment 2, Module 2: Hurricanes, Typhoons, and Cyclones: Initial Link

15. Assignment 2, Module 3: Hurricane Structure: Initial Link

16. Assignment 2, Module 3: Tropical Cyclone Structure: Initial Link

17. Assignment 2, Module 3: How Hurricanes Form: Initial Link

18. Assignment 2, Module 3: Video on Hurricane Formation (site contents are not pasted in
document as they are a video): https://www.youtube.com/watch?v=1f-dT2yRXpk

19. Assignment 2, Module 4 and Assignment 2, Module 11: State of FL Loss Projection Model:
Initial Link

20. Assignment 2, Module 4: NOAA Technical Report 23: Initial Link

21. Assignment 2, Module 4: Prediction of Hurricane Wind Speeds: Initial Link

22. Assignment 2, Module 4: Wind-Field and Filling Models: Initial Link

23. Assignment 2, Module 4: Statistical Models of Holland Pressure: Initial Link

24. Assignment 2, Module 4: NHC Terms: Initial Link

25. Assignment 2, Module 4: Guidelines for Converting Winds: Initial Link

26. Assignment 2, Module 5: Saffir-Simpson Scale: Initial Link

27. Assignment 2, Module 5: Saffir-Simpson Scale #2: Initial Link

28. Assignment 2, Module 5: Tools to Measure Hurricanes: Initial Link



https://www.amazon.com/Natural-Catastrophe-Risk-Management-Modelling/dp/1118906047/ref=sr_1_1?crid=3EELR13GGO8FY&dib=eyJ2IjoiMSJ9.oJY9DMpB0cc5K-P0pj0pGw.fDy5BIz4kQ7u3r3ktMCL3MSETyGu_FYpMvg4qzMPTI8&dib_tag=se&keywords=natural+catastrophe+risk+management+and+modeling+a+practitioners+guide&qid=1760205428&sprefix=natural+catastrophe+risk+management+and+modeling+a+practitioners+guide%2Caps%2C114&sr=8-1
https://www.riskamp.com/files/RiskAMP%20-%20Monte%20Carlo%20Simulation.pdf
https://www.amazon.com/Natural-Catastrophe-Risk-Management-Modelling/dp/1118906047/ref=sr_1_1?crid=3EELR13GGO8FY&dib=eyJ2IjoiMSJ9.oJY9DMpB0cc5K-P0pj0pGw.fDy5BIz4kQ7u3r3ktMCL3MSETyGu_FYpMvg4qzMPTI8&dib_tag=se&keywords=natural+catastrophe+risk+management+and+modeling+a+practitioners+guide&qid=1760205428&sprefix=natural+catastrophe+risk+management+and+modeling+a+practitioners+guide%2Caps%2C114&sr=8-1
https://en.wikipedia.org/wiki/List_of_disasters_by_cost
https://www.aoml.noaa.gov/hrd-faq/#what-is-a-hurricane
https://www.aoml.noaa.gov/hrd-faq/#south-atlantic-and-tcs
https://www.wral.com/why-don-t-hurricanes-form-in-the-south-atlantic-/1672862/
https://oceanservice.noaa.gov/facts/cyclone.html
https://www.aoml.noaa.gov/hrd-faq/#when-is-hurricane-season
https://www.nhc.noaa.gov/climo/
https://www.aoml.noaa.gov/hrd-faq/#record-storms-per-year-by-basin
https://www.nhc.noaa.gov/pastdec.shtml
https://www.hurricanescience.org/science/science/hurricanegenesis/
https://www.livescience.com/22177-hurricanes-typhoons-cyclones.html
https://www.hurricanescience.org/science/science/hurricanestructure/
https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction/tropical-cyclone-structure
https://scied.ucar.edu/image/how-hurricanes-form
https://www.youtube.com/watch?v=1f-dT2yRXpk
https://www.aoml.noaa.gov/hrd/Powell/JWEIA_8_28.pdf
https://www.weather.gov/media/owp/oh/hdsc/docs/TR23.pdf
https://www.catriskcredentials.org/wp-content/uploads/2022/10/Prediction-of-hurricane-wind-speeds.pdf
https://www.catriskcredentials.org/wp-content/uploads/2022/10/Wind-Field-and-Filling-Models.pdf
https://journals.ametsoc.org/view/journals/apme/47/10/2008jamc1837.1.xml
https://www.nhc.noaa.gov/aboutgloss.shtml
https://library.wmo.int/viewer/48652/download?file=wmo-td_1555_en.pdf&type=pdf&navigator=1
https://www.nhc.noaa.gov/aboutsshws.php?large
https://www.nhc.noaa.gov/pdf/sshws.pdf
https://sciencing.com/tools-used-measure-hurricanes-6862094.html
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. Assignment 2, Module 14: ENSO and AMO Impact on Atlantic Hurricanes: Initial Link
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. Assignment 2, Module 14: NAO and Climate Variability: Initial Link
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Assignment 2, Module 6: Tropical Cyclone Formation: Initial Link

Assignment 2, Module 6: Tropical Cyclone Formation 2: Initial Link

Assignment 2, Modules 6 and 7: Saharan Air Layer Impact: Initial Link

Assignment 2, Modules 6 and 7: Wind Shear: Initial Link

Hurricane Formation: Initial Link

Assignment 2, Module 6:

https://www.wcbi.com/weather-whys-hurricane-inhibitors/ This link includes an embedded

Hurricane Enhancers and Inhibitors:

video. Itis notincluded in this document for that reason.
Assignment 2, Modules 6 and 7: Hurricane Decay: Initial Link

Assignment 2, Module 7:

Factors that Hinder Development: Initial Link

Assignment 2, Module 7:

Hurricane Development: Initial Link

Assignment 2, Module 7:

Factors that Strengthen and Weaken Hurricanes: Initial Link

Empirical Model for Predicting Decay: Initial Link

Assignment 2, Module 7:

Hurricane and Land Interaction: Initial Link

Assignment 2, Module 8:

Movement of Hurricanes: Initial Link

Assignment 2, Module 8:

Hurricane Forecasts (Chapter 4): Initial Link

Assignment 2, Module 9:

Hurricanes Spawn Tornadoes: Initial Link

Assignment 2, Modules 9 and 10: Storm Surge: Initial Link

Assignment 2, Module 9:

Hurricanes and Extreme Rainfall: Initial Link

Assignment 2, Module 9:

Hurricanes and Mudslide: Initial Link

Assignment 2, Module 10: SLOSH: Initial Link

Assignment 2, Module 10: Storm Surge Impacts: Initial Link

Assignment 2, Module 10: Effect of Coastal Erosion on Storm Surge: Initial Link

Assignment 2, Module 10: Storm Size on Surge: Initial Link

Assignment 2, Module 11: Storm Data: Initial Link

Assignment 2, Module 11: NOAA Technical Memo 22: Initial Link

Assignment 2, Module 12: Reference Sections 3.2.1 and 3.2.2 of book available for

purchase: here

Assignment 2, Module 12: Modeling of Storm Tracks: Initial Link

Assignment 2, Module 13: Stochastic Modeling of Storm Tracks: Initial LInk

Assignment 2, Module 13: Using Statistical Models: Initial Link

Assignment 2, Module 13: Commission Standards Section M-2 Question 1: Initial Link

Assignment 2, Module 14: Human Influence and Harvey: Initial Link

Assignment 2, Module 14: Negative AMO Index: Initial Link

Assignment 2, Module 14: ENSO Teleconnections: Initial Link

Assignment 2, Module 14: EL Nino and La Nina: Initial Link

Assignment 2, Module 14: ENSO Impact around the globe: Initial Link

Assignment 2, Module 14: Impacts of ENSO on Hurricane Season: Initial Link

Assignment 2, Module 14: ENSO Impact on Regional Hurricane Activity: Initial Link

Assignment 2, Module 14: AMO and AMV: Initial Link

Assignment 2, Module 14: NAO: Initial Link



http://www.aoml.noaa.gov/hrd/tcfaq/A15.html
https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction
https://journals.ametsoc.org/view/journals/bams/85/3/bams-85-3-353.xml
https://www.aoml.noaa.gov/impact-of-wind-shear-on-tropical-cyclone-intensity/
https://www.weather.gov/source/zhu/ZHU_Training_Page/tropical_stuff/hurricane_anatomy/hurricane_anatomy.html
https://www.wcbi.com/weather-whys-hurricane-inhibitors/
https://www.hurricanescience.org/science/science/hurricanedecay/
https://hurricaneville.com/factors-that-hinder-development/#:~:text=Tropical%20cyclones%20such%20as%20tropical,or%20even%20dissipate%20them%20altogether.
https://www.hurricanescience.org/science/science/development/
https://blog.ucsusa.org/brenda-ekwurzel/hurricane-watch-checklist-four-factors-that-strengthen-and-four-that-weaken-tropical-cyclones
https://journals.ametsoc.org/view/journals/apme/34/11/1520-0450_1995_034_2499_asemfp_2_0_co_2.xml
http://www.hurricanescience.org/science/science/hurricaneandland/
http://www.aoml.noaa.gov/hrd/tcfaq/G5.html
https://pielkeclimatesci.files.wordpress.com/2012/10/b-11.pdf
https://www.livescience.com/37235-how-hurricanes-spawn-tornadoes.html
https://www.nhc.noaa.gov/surge/
http://www.wpc.ncep.noaa.gov/research/mcs_web_test_test_files/Page1637.htm
https://www.sciencedaily.com/releases/2014/07/140721123922.htm
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/storm-surge
https://slosh.nws.noaa.gov/sdp/SLOSH-Display-Training.pdf
http://www.hurricanescience.org/society/impacts/stormsurge/
http://www.mdpi.com/2077-1312/4/4/85/pdf
https://www.academia.edu/11963487/The_Influence_of_Storm_Size_on_Hurricane_Surge#:~:text=SEPTEMBER%202008%20IRISH%20ET%20AL.%202003%20The%20Influence,might%20be%20estimated%20from%20the%20Saffir%E2%80%93Simpson%20hurricane%20scale.
https://www.aoml.noaa.gov/hrd/hurdat/Data_Storm.html
https://repository.library.noaa.gov/view/noaa/7069
https://www.amazon.com/Catastrophe-Modeling-Approach-International-Insurance/dp/0387241051
https://www.giss.nasa.gov/pubs/docs/2007/2007_Hall_ha00310j.pdf
http://www.mathematik.uni-ulm.de/stochastik/aktuelles/sh06/sh_rumpf.pdf
https://serc.carleton.edu/introgeo/mathstatmodels/why.html
https://fchlpm.sbafla.com/media/t33jpnml/fchlpm_corelogic2017_12march2019.pdf
https://www.science.org/content/article/human-influence-may-prolong-ocean-cycle-gave-birth-harvey
https://www.nature.com/articles/s41598-017-11046-x
https://www.weather.gov/fwd/teleconnections
https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-00687.1.xml#:~:text=The%20impact%20of%20concurrent%20strong%20phases%20of%20the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.
https://www.climate.gov/news-features/understanding-climate/el-ni%C3%B1o-and-la-ni%C3%B1a-frequently-asked-questions
http://www.aoml.noaa.gov/hrd/tcfaq/G2.html
https://www.climate.gov/news-features/blogs/enso/impacts-el-ni%C3%B1o-and-la-ni%C3%B1a-hurricane-season
https://journals.ametsoc.org/view/journals/clim/20/7/jcli4063.1.xml
https://climatedataguide.ucar.edu/climate-data/atlantic-multi-decadal-oscillation-amo
https://www.metoffice.gov.uk/research/climate/seasonal-to-decadal/gpc-outlooks/ens-mean/nao-description
https://www.climate.gov/news-features/understanding-climate/climate-variability-north-atlantic-oscillation

70. Assignment 2, Module 14: NAO Impacts: Initial Link

71. Assignment 2, Module 15: Wind Profile: Initial Link

72. Assignment 2, Module 16: Extra-tropical Cyclones: Initial Link

73. Assignment 2, Module 16: Difference between Hurricane and Typhoon: Initial Link
74. Assignment 2, Module 16: Hurricane and Typhoon: Initial Link

75. Assignment 2, Module 16: Extratropical Transition: Initial Link

76. Assignment 2, Module 16: Extratropical Hermine: Initial Link

77. Assignment 3, Module 1: Reference Books available for purchase

78. Assignment 3, Module 1: FEMA 454: Initial Link

79. Assignment 3, Module 1: Plate Tectonics: Initial Link

80. Assignment 3, Module 1: Plate Tectonics; Includes a video which is not included in this

document: https://www.iris.edu/hg/inclass/animation/what_are_the_forces_that_drive_plate_tectonics
81. Assignment 3, Module 1: Understanding Earthquakes: Initial Link
82. Assignment 3, Module 1: Australia Earthquakes: Initial Link
83. Assignment 3, Module 1: Plate Boundaries: Initial Link
84. Assignment 3, Module 1: New Zealand Faults: Initial Link
85. Assignment 3, Module 2: FEMA 454, Section 2.2.2: Initial Link
86. Assignment 3, Module 2: USGS Fault Types: Initial Link
87. Assignment 3, Module 2: Normal Fault: Initial Link
88. Assignment 3, Module 2: Reverse Fault: Initial Link
89. Assignment 3, Module 2: Strike Slip Fault: Initial Link
90. Assignment 3, Module 2: Oblique: Initial Link
91. Assignment 3, Module 2: Pacific Northwest EQs: Initial Link
92. Assignment 3, Module 2: Tectonic Boundaries: Initial Link
93. Assignment 3, Module 2: Convergent Margin: Initial Link
94. Assignment 3, Module 2: Divergent Fast-Spreading Ridge: Initial Link
95. Assignment 3, Module 2: Transform: Initial Link
96. Assignment 3, Module 3: FEMA 454, Section 2.4.1: Initial Link
97. Assignment 3, Module 3: Magnitude and EQ Components: Initial Link
98. Assignment 3, Module 3: EQ Intensity: Initial Link
99. Assignment 3, Module 3: Moment Magnitude: Initial Link

100. Assignment 3, Module 3: Energy Release: Initial Link

101. Assignment 3, Module 4: FEMA 454, Sections 2.3.1 and 2.3.2: Initial Link
102. Assignment 3, Module 4: Seismogram: Initial Link

103. Assignment 3, Module 4: Seismic Waves: Initial Link

104. Assignment 3, Module 5: FEMA 454, Section 2.2.3: Initial Link

105. Assignment 3, Module 5: MMI: Initial Link

106. Assignment 3, Module 5: EQ Hazards Q&A: Initial Link

107. Assignment 3, Module 5: Spectral Acceleration: Initial Link

108. Assignment 3, Module 5: Seismic Waves on Buildings: Initial Link

109. Assignment 3, Module 5: JMA Intensity: Initial Link

110. Assignment 3, Module 5: Macroseismic Intensity: Initial Link

111. Assignment 3, Module 6: FEMA 454, Sections 2.6.1 and 2.6.2: Initial Link

112. Assignment 3, Module 6: Seismic Hazard Maps: Initial Link



https://hogback.atmos.colostate.edu/cmmap/research/docs/aug10/poster-ChrisAlston-final.pdf
https://www.nhc.noaa.gov/aboutwindprofile.shtml
https://www.aoml.noaa.gov/hrd-faq/#tc-types
https://oceanservice.noaa.gov/facts/cyclone.html
https://gpm.nasa.gov/resources/faq/what-difference-between-typhoon-cyclone-and-hurricane
https://journals.ametsoc.org/view/journals/mwre/145/11/mwr-d-17-0027.1.xml
https://weather.com/storms/hurricane/news/hurricane-hermine-transition-impacts-forecast-post-tropical
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://pubs.usgs.gov/gip/dynamic/dynamic.html
https://www.iris.edu/hq/inclass/animation/what_are_the_forces_that_drive_plate_tectonics
https://www.jishin.go.jp/main/pamphlet/brochures2014en/understanding_earthquakes.pdf
https://www.ga.gov.au/education/natural-hazards/earthquake
https://www.gns.cri.nz/our-science/natural-hazards-and-risks/earthquakes/
https://www.gns.cri.nz/our-science/land-and-marine-geoscience/earth-dynamics/
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/faqs/what-a-fault-and-what-are-different-types
https://www.iris.edu/hq/inclass/animation/fault_normal
https://www.iris.edu/hq/inclass/animation/fault_reverse_
https://www.iris.edu/hq/inclass/animation/fault_strikeslip
https://www.iris.edu/hq/inclass/animation/fault_oblique_
https://www.iris.edu/hq/inclass/animation/pacific_northwest_three_types_of_tectonic_earthquakes
https://www.iris.edu/hq/inclass/animation/plate_boundaries_three_types_described
https://www.iris.edu/hq/inclass/animation/plate_boundary_convergent_margin
https://www.iris.edu/hq/inclass/animation/plate_boundary_divergent_fastspreading_ridge
https://www.iris.edu/hq/inclass/animation/fault_transform
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/glossary/earthquake-hazards-program#S
https://www.iris.edu/hq/inclass/animation/earthquake_intensity
https://www.iris.edu/hq/inclass/animation/magnitudes_moment_magnitude_explained
https://www.iris.edu/hq/inclass/animation/magnitude_graphical_comparison_of_earthquake_energy_release
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.iris.edu/hq/inclass/animation/3component_seismogram_records_seismicwave_motion
https://www.geometrics.com/community/general-seismograph/what-are-the-different-types-of-seismic-waves/
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/programs/earthquake-hazards/modified-mercalli-intensity-scale
https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-201-technical-qa
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/spectral-acceleration
https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-different-size-buildings#:~:text=Large%20structures%20or%20high%20rise,short%20waves%20in%20quick%20succession.
https://www.jma.go.jp/jma/en/Activities/inttable.html
https://www.guycarp.com/insights/2024/09/revolutionizing-seismic-data-international-macroseismic-scale-reinsurance-implications.html
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.

113. Assignment 3, Module 6: Earthquake Hazards: Initial Link

114. Assignment 3, Module 6: Earthquake Scenarios: Initial Link

115. Assignment 3, Module 6: Earthquake Recurrence: Initial Link

116. Assignment 3, Module 6: Global Earthquake Model: Initial Link

117. Assignment 3, Module 7: FEMA 454, Section 3.6.3: Initial Link

118. Assignment 3, Module 7: San Francisco Liquefaction Maps: Initial Link

119. Assignment 3, Module 7: Amplification and Liquefaction: includes a video which is
not included in this document: https://www.youtube.com/watch?v=536xSZ XkSs

120. Assignment 3, Module 8: FEMA 454, Sections 2.2.3 and 3.6.2: Initial Link

121. Assignment 3, Module 8: 1906 Liquefaction: Initial Link

122. Assignment 3, Module 8: Sand Boils, Loma Prieta: Initial Link

128. Assignment 3, Module 8: Liguefaction: Initial Link

124. Assignment 3, Module 8: FEMA 454, Section 3.6.4: Initial Link

125. Assignment 3, Module 8: Landslides: Initial Link

126. Assignment 3, Module 8: Coseismic Landslide: Initial Link

127. Assignment 3, Module 8: Landslide Handbook Parts A and D: Initial Link

128. Assignment 3, Module 8: Tsunami Basics: Initial Link

129. Assignment 3, Module 8: Megathrust Tsunamis: Initial Link

130. Assignment 3, Module 8: Tsunami: Initial Link

131. Assignment 3, Module 8: Tsunami Ultimate Guide: Initial Link

132. Assignment 3, Module 9: EQ ShakeMaps: Initial Link

133. Assignment 3, Module 9: Induced Seismicity: Initial Link

134. Assignment 3, Module 9: EQ Early Warning Basics: Initial Link

135. Assignment 3, Module 9: EQ Early Warning USGS: Initial Link

136. Assignment 3, Module 9: Tsunami Warnings: Initial Link

137. Assignment 3, Module 10: FEMA 454, Section 2.10: Initial Link

138. Assignment 3, Module 10: HERP: Initial Link

139. Assignment 3, Module 10: EQ Hazard Basics: Initial Link

140. Assignment 3, Module 10: EQ Hazard Education: Initial Link

141. Assignment 3, Module 10: EQ Hazards Animation: Initial Link

142. Assignment 3, Module 10: Design Maps: Initial Link

143. Assignment 3, Module 10: Earthquake Risk: Initial Link

144. Assignment 3, Module 10: Exploring Natural Hazards: Initial Link

145. Assignment 5, Module 1: Occupancy Study Note: Initial Link

146. Assignment 5, Module 1: FEMA 454, Sections 4.5.2, 4.9, and 5.2: Initial Link

147. Assignment 5, Module 1: Building Height Study Note: Initial Link

148. Assignment 5, Module 1: Building Codes Study Note: Initial Link

149. Assignment 6, Module 1: FEMA 454, Sections 1.4.1: Initial Link

150. Assignment 6, Module 1: ARA Mitigation Study, Sections 5.2 and 5.3: Initial Link



https://www.usgs.gov/natural-hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-science_center_objects=0#qtscience_center_objects
https://earthquake.usgs.gov/scenarios/
https://www.iris.edu/hq/inclass/fact-sheet/how_often_do_earthquakes_occur
https://www.globalquakemodel.org/product/global-seismic-hazard-map
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/programs/earthquake-hazards/science/san-francisco-bay-area-liquefaction-hazard-maps
https://www.youtube.com/watch?v=536xSZ_XkSs
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.iris.edu/hq/inclass/animation/liquefaction_during_the_1906_san_francisco_earthquake
https://www.iris.edu/hq/inclass/animation/sand_boil_forms_example_from_1989_loma_prieta_earthquake
https://www.scienceworld.ca/resource/liquefaction/
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.usgs.gov/natural-hazards/landslide-hazards/science/landslides-101
https://www.usgs.gov/data/coseismic-landslide-runout-and-mobility-ratio-data-publicly-available-mapped-landslide
https://pubs.usgs.gov/circ/1325/pdf/Sections/Section1.pdf
https://walrus.wr.usgs.gov/tsunami/basics.html
https://www.iris.edu/hq/inclass/animation/subduction_zone_tsunamis_generated_by_megathrust_earthquakes
https://www.ga.gov.au/education/natural-hazards/tsunami
https://knowledge.aidr.org.au/resources/the-ultimate-guide-tsunami/#/
https://earthquake.usgs.gov/data/shakemap/
https://www.usgs.gov/programs/earthquake-hazards/myths-and-misconceptions-about-induced-earthquakes
https://www.usgs.gov/media/images/earthquake-early-warning-basics-0
https://www.usgs.gov/programs/earthquake-hazards/science/early-warning
https://www.bom.gov.au/resources/learn-and-explore/tsunami-knowledge-centre/about-tsunami-warnings
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.hp1039.jishin.go.jp/eqchreng/eqchrfrm.htm
https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-101-basics
https://www.usgs.gov/programs/earthquake-hazards/education
https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earthquake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake%20feed%2C%20in%20the%20left%20navigation.
https://www.usgs.gov/programs/earthquake-hazards/design-ground-motions
https://www.fema.gov/emergency-managers/risk-management/earthquake
https://www.sciencelearn.org.nz/resources/2624-exploring-natural-hazards
https://www.catriskcredentials.org/wp-content/uploads/2020/05/Exam-3c-Study-Note-Occupancy-Class.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Height.pdf
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Codes.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf
https://enclosurenews.com/PDFs/ARA_Loss_Mitigation_Study.pdf

2. Assignment 1, Module 1: Monte Carlo Simulation: https://www.riskamp.com/files/RiskAMP%20-
%20Monte%20Carlo%20Simulation.pdf

Content of Website:


https://www.riskamp.com/files/RiskAMP%20-%20Monte%20Carlo%20Simulation.pdf
https://www.riskamp.com/files/RiskAMP%20-%20Monte%20Carlo%20Simulation.pdf










4. Assignment 1, Module 3: List of Disasters by Cost:
https://en.wikipedia.org/wiki/List_of_disasters_by cost

List of disasters by cost 2 1language -

Article  Talk Read Edit View history Tools

From Wikipedia, the free encyclopedia

This is a dynamic list and may never be able to satisfy particular standards for completeness. You can help by editing the page to
add missing items, with references to reliable sources.

Disasters can have high costs associated with responding to and recovering from them. This page lists the estimated economic costs

of relatively recent disasters.

The costs of disasters vary considerably depending on a range of factors, such as the geographical location where they occur. When
a large disaster occurs in a wealthy country, the financial damage may be large, but when a comparable disaster occurs in a poorer
country, the actual financial damage may appear to be relatively small. This is in part due to the difficulty of measuring the financial
damage in areas that lack insurance. For example, the 2004 Indian Ocean earthquake and tsunami, with a death toll of around
230,000 people, cost a "mere" $15 biIIion;[” whereas in the Deepwater Horizon oil spill, in which 11 people died, the damage was six

times higher.

The most expensive disaster in human history is the Chernobyl disaster, costing an estimated $700 billion.[2! Chemobyl's
circumstances make it a unique but particularly devastating situation that is unlikely to ever happen again. Estimations have only
increased over time, with the recent figure coming from the release of new government data up to 2016.1%! Furthermore, the cost is
expected to perpetually increase for several thousand years as cleanup operations and the economic impact of the Chernobyl
Exclusion Zone continue indeﬁnitely_[“] The most expensive natural disaster is the 2011 Tohoku earthquake and tsunami, costing an
estimated $360 billion.[*]


https://en.wikipedia.org/wiki/List_of_disasters_by_cost
https://en.wikipedia.org/wiki/List_of_disasters_by_cost

Over $1 billion [edi]

This table lists disasters which are estimated to have an economic cost of at least 1 billion United States dollars without taking

inflation into account.

List of disasters by cost. Over $1 billion. Actual, and inflated to 2024 (unless otherwise stated)

Cost ($ billion)

Event $ Fatalities ¢ Type ¢ Year ¢ Mation(s) $
Actual ¢ | Inflated #
Contamination Soviet Union
Chernobyl disaster $7000! $917.1 30-16,000 o 1086 | (
(Radioactive) e N1
2011 Tohoku Undersea Megathrust
earthquake and tsunami Earthquake, Tsunami
: _ $3s0l7IEIE] $503.2 19,759 4 o 2011 e Japan
+ Fukushima nuclear Contamination
disaster (Radioactive)
Great Hanshin g
$2009 %4127 5502-6,434 | Earthquake 1995 | e Japan
earthquake
) West Asia |
2023 Turkey—Syria 107114
$157 8l10I011] $162.8 50,488 — 62,013 | Earthquake 2023 | R Turkey,
earthquakes .
— Syria)
2008 Sichuan 12 .
$130012! $189.9 87,587 Earthquake 2008 | gl China
earthquake
. ) 13 . == United States,
Hurricane Katrina $1251131 $201.2 1,392 Tropical cyclone 2005
E= Bahamas
Americas (==, I'll,
Hurricane Harvey $125013] $160.3 107 Tropical cyclone 2017 ( -
&R, BZ, others)
i [13] ; North America (==,
Hurricane lan $112 $120.3 161 Tropical cyclone 2022
E=. mm, others)
South Asia :
2020 South Asian floods | $105[14115] $1276 6,511 Flood 2020 = &
Bl others)
North America
Hurricane Maria $91.6l13 $1175 3,059018] Tropical cyclone 2017 =

==, B 1 others)

Morth America and




Cost ($ billion)

Event s Fatalities Type Year % Nation(s) &
Actual ¢ | Inflated ¢
North America and
Hurricane Milton $85017] $85 35 Tropical cyclone 2024 | the Antiles (==, I,
E, others)
i [18] ; North America (==,
Hurricane Helene $81.6 $816 225 Tropical cyclone 2024
E. ', others)
i 19 ] MNorth America (==,
Hurricane Ida $7501 $87 107 Tropical cyclone 2021
E=. mm, others)
2019-20 Australian 50 . 2019- R
_ $69120] $83.8 451 Wildfire & Australia
bushfire season 20
i [13] ; North America (==,
Hurricane Sandy $68.7' $94 1 254 Tropical cyclone 2012
B3, =, others)
i [13] ; North America (==,
Hurricane Irma $64 .8 $83.1 134 Tropical cyclone 2017
2. 1 I others)
Deepwater Horizon ol 21 $86.5— o ) .
) $60 — $100 1 Contamination (Oil) 2010 == United States
spill $144.2
January 2025 Southern
v ene $57127] $57 30 Wildfire 2025 | == United States
California wildfires
Europe (m==
2021 European floods | $54123 $62.7 243 Flood 2021 pe (W,
B 1. others)
1988-1990 North ” 1988- | m= United States,
) $53 25024 $135.1 5,000+ Drought
American drought 89 1+l Canada
2012-2013 North 25 $67 — 2012- | == United States,
] $49.6 — $56.11251 104 Drought
American drought 3757 13 1+l Canada
China, Bl North
2010 China floods $51.4[26] $74.1 3,189 Flood 2010 r
orea




Cost ($ billion)

Event ¢ Fatalities ¢ Type ¢ Year ¢ Nation(s) ¢
Actual ¢ | Inflated ¢
1994 Northridge o7 .
$49l27] $104 57 Earthquake 1994 | B= United States
earthquake
2015 Southeast Asian 59 59 Wildfire, subsequent Southeast Asia (™=
$47128] $62.3 100,300129] 2015
haze haze = @ others)
2016 Kumamoto 30
$46020] $60.3 273 Earthquake 2016 | e Japan
earthquakes
2011 Thailand floods $45 71211 $639 815 Flood 2011 | m== Thailand
South Asia :
2023 South Asian floods | $41.61°2 $42.9 2,309 Flood 2023 = [
. others)
2022 European Europe =
g $40.213% $43.2 24,501 Heatwave 2022 el
heatwaves E others)
2011 Christchurch 24
$40034] $55.9 185 Earthquake 2011 | gl New Zealand
earthquake
2022 Pakistan floods $4002%] $43 1,700 Flood 2022 Pakistan
. 13 . North America (==,
Hurricane lke $38013] $55.5 214 Tropical cyclone 2008
R, =, others)
2020 China floods $32[26137] $38.9 278361 Flood 2020 | il China
Southeast Asia (
Typhoon Doksuri $2g sloiaton needed] | gog 4 137 Tropical cyclone 2023 |l = Bl
others)
2004 Choetsu 181138
$2gl28139] $46.6 68 Earthquake 2004 | e Japan
earthquake
i i [13] ; North America (==,
Hurricane Wilma $27.4 $44 1 87 Tropical cyclone 2005

H:H P nthers)




Cost ($ billion)

Event & Fatalities ¢ Type 4 | Year ¢ Nation(s) &
Actual ¢ | Inflated #
Hurricane Andrew §27.3l131 $61.2 65 Tropical cyclone 1992 | == United States
February 13-17, 2021 Winter storm, North A ica (me=
0 merica ,
North American winter | $26.5[471 $308 237 NIEAE3I44] | nfrastructure failure | 2021 S -
| Ld
storm (electric) '
i 13 . North America (==,
Hurricane Ivan $26.101% $43.4 124 Tropical cyclone 2004
B4, E=, others)
i i [45] . North America (==,
Hurricane Michael $25.1 $31.4 T4 Tropical cyclone 2018
E=. =, others)
2018 California wildfires | $24.0[25] $30.1 103 Wildfire 2018 | == United States
Southern Asia
2011 Sikkim earthquake | $22.3048] $31.2 1M Earthquake 2011 (=
B Hl. others)
2016 China floods $22047) $28.8 449 Flood 2016 | [l China
September 11 terrorist 43 $387 — .
$21.8 — $13514%1 2,996 Terror attack 2001 | == United States
attacks $239.7
Tropical cyclone, Dam Libya, iI=
Storm Daniel $21.1149 $21.8 5,951 — 20,000 opiealey ’ 203 | M LbYa =
failure Greece
50] 398 (official .
2021 Henan floods $20.9 $24.3 Flood 2021 | jill China
confirmed)
1980 Irpinia earthquake | $20157] $76.3 4,900 Earthquake 1980 |0 italy
2024 Central European Central Euro ,
. $20052] $20 27 Flood 2024 P (o
floods B §. b Cthers)
Central Euro
2002 European floods $19.2 $336 232 Flood 2002 Pe (ham,
B = qthers)




Cost ($ billion)

Event Fatalities Type Year ¢ Nation(s) £
Actual Inflated #
- 35153 - WO AMErca (==, |
Hurricane Laura $19.1136153] $232 77 Tropical cyclone 2020
== Il others)
Hurricane Rita $18.51131 $29.8 97 — 125 Tropical cyclone 2005 | == United States
Western Europe
Cyclone Lothar $17.6154 $33.2 140 European windstorm | 1999 pe @
,=_J | others)
Typhoon Hagibis $17.3159] $21.3 139 Tropical cyclone 2019 | e Japan
i [13] ; North America (==,
Hurricane Charley $16.9 $281 35 Tropical cyclone 2004
e =)
2012 Nigeria floods $16.9156] $23.1 363 Flood 2012 | @ W Nigeria
2006 European Europe =
P $16.3157] $23.9 3,418 Heatwave 2006 el =
heatwave £F= others)
2009 L'Aquila -
$16.058 $235 308 Earthquake 2009 | I taly
earthquake
Hurricane Otis $16.0159 $17 52 ar more Tropical cyclone 2023 B+ Mexico
_— Southeast Asia
Typhoon Yagi $15.glefation needed] | gq5 g 815 Tropical cyclone 2024 (.
Bl & 3A, others)
2012 Northern ltaly 60
$15.860] $216 27 Earthquake 2012 | I taly
earthquakes
Europe (™ ==
2013 European floods | $15.661 $21.1 25 Flood 2013 pe (W,
. Others)
Eastern South Asia (
Cyclone Amphan $15.5[62163] $18.8 128l64] Tropical cyclone 2020 | @ L=,
others)
North America ,
Hurricane Matthew $15.1165165] $19.8 731 Tropical cyclone 2016 (

= K= ntharch



Cost ($ billion)

Event ¢ Fatalities Year ¢ Nation(s) ¢
Actual Inflated %
- $32.7 - _
Great Flood of 1993 $15 - %20 $435 47 1993 | == United States
Cyclones Daria, Vivian, _ Western Europe (SIS
/ _ $1568] $36.1 197 European windstorm | 1990 pe (
and Wiebke , == Nk | others)
2004 Indian Ocean 1 230,000 — ) Southeast Asia (™=
1 $1501 $25 Earthquake, Tsunami | 2004
earthquake and tsunami 280,000 M, -, others)
2010 Russian heat
$15(69] $216 56,000 Wildfire, Heatwave 2010 | gmm Russia
wave
October 2017 Northern | $150701711 $19.2 4t 2017 | mmm United Stat
. == United States
California wildfires [better source needed]
_ 72 $216— _
2010 Chile earthquake | $15-$30 $43.3 525 2010 | Plag Chile
Ammonium nitrate
2020 Beirut explosion | $15[73 $18.2 218 2020 | TE= Lebanon
Europe
2024 European floods | $14.9074 $14.9 337+ 2024 pe (22, I,
l B others)
2023 Western North 75 North America (2=,
) $14.80751 $15.3 995 2023
America heat wave 10 1+0)
2003 European Europe
P $14 50761 $24.8 72,000 2003 pe(@BER
heatwave = others)
1988 Armenian Armenia
$14 2077 $37.8 38,000 108 | _ (_
earthquake Hl Soviet Union)
. [13] i North America (==,
Hurricane Irene $14 2 $19.8 58 Tropical cyclone 201

E=. 1+1, others)




Cost ($ billion)
Event ¢ Fatalities ¢ Type ¢ Year ¢ Nation(s)
Actual ¢ | Inflated ¢
EastAsia( e , ,
Typhoon Jebi $13078] $16.3 21 Tropical cyclone 2018 (o N
mm, others)
Cyclone Nargis $12.9079 $18.8 138,366 Tropical cyclone 2008 Ea Myanmar
November 2015 Paris 20
$12 71801 316.8 130 Terror attack 2015 | | France
attacks
2015 South India floods | $12[81] $15.9 506 Flood 2015 |2 India
2020 Zagreb Croatia
? $11.7[82] $14.2 1 Earthquake 2020 | = 5
earthquake i Slovenia
August 2020 Midwest
¢ $11.5831 $14 41831 Derecho 2020 | == United States
derecho
August 2016 Central
¢ $11184] $14.4 299 Earthquake 2016 | | Italy
Italy earthquake
2023 Emilia-Romagna o5
$11(85] $11.4 17 Flood 2023 | I 1aly
floods
2024 Spanish floods $11(26] $11 232 Flood 2024 | == Spain
2025 Myanmar Indochina —
y $111871 $11 5,456 Earthquake 2025 (s =
earthquake E3. others)
Typhoon Fitow $10.4(581 $14 12 Tropical cyclone 2013 | jjill China
2011 Super Outbreak +
Hackleburg—Fhil
Campbell and $10.2[25 $14.3 348 Tornado outbreak 2011 | == United States
Tuscaloosa-
Birmingham tornadoes




Cost ($ billion)

Event & Fatalities Type Year ¢ MNation(s) $
Actual ¢ | Inflated ¢
2021 Western North 75 I+1 Canada,
) $10.107% $11.7 1,400 Heat Wave 2021 )
America heat wave == |Jnited States
o 9] $13.1 - )
2016 Louisiana floods $10 - $15 $19.7 13 Flood 2016 | = United States
1980 United States heat 25 .
$1002%] $38.2 1,700 - 10,000 | Drought 1980 | = United States
wave
Typhoon Mireille $1000 $23.1 64 Tropical cyclone 1991 ® Japan
1999 Jiji earthquake $100°1] $18.9 2,415 Earthquake 1999 | gl Taiwan
2007 Chietsu 92
$100921 $16.2 1 Earthquake 2007 | e Japan
earthquake
April 2015 Nepal Southern Asia
? ? $1003] $13.3 8,064 Earthquake 2015 3
earthquake = . others)
Western Europe (S
Cyclone Kyril $105¢! $15.2 44 European windstorm | 2007 pe (
1 1, ™= others)
June 2008 Midwest 25 K
$10025] $14.6 16 Flood 2008 | == United States
floods
1976 Tangshan 25 242 419 — .
$1012%] $553 Earthquake 1976 | jill China
earthquake 655,000
- 194] . ® Japan, == Wake
Typhoon Faxai $10 $12.3 3 Tropical cylone 2019
Island
2014 Ludian earthquake | $9.9119% $13.2 615727 Earthquake 2014 | il China
$9 .86 (official .
i 238 (official
2018 Japan floods estimated) $12.1 Flood 2018 ® Japan
confirmed)

[citation needed]




Cost ($ billion)

Event Fatalities ¢ Type Year ¢ Nation(s) &
Actual ¢ | Inflated ¢
[Ciation reeded] sormrcay
North America (2=,
Hurricane Frances $9 gl12IIS6IE7][93] $16.3 50 Tropical cyclone 2004 (
=)
i 13 . North America (==,
Hurricane Hugo $9.51171 $24.1 50 Tropical cyclone 1989
E=. 1 I others)
North America
Hurricane Georges $9 41131 $18.1 604 Tropical cyclone 1998 =
= == others)
) 09 . Southeast Asia (§ll,
Typhoon Lekima $9.2899 $11.4 105 Tropical cyclone 2019
M == others)
Cyclone Gabrielle $9.21100] $9.5 1 Tropical cyclone 2023 | gl New Zealand
2022 Nigeria floods $9.120101 $9.8 612 Flood 2022 | @ N Nigeria
i . [102) . == |United States,
Tropical Storm Allison $9 $16 55 Tropical cyclone 2001
I+l Canada
Typhoon Songda $gl103] $15 28 Tropical cyclone 2004 ® Japan
2022 Fukushima
$8.8l104 $9.5 4 Earthquake 2022 | e Japan
earthquake
1999 izmit earthquake | $8.5!10%] %16 17,127 — 18,373 | Earthquake 1999 | [ Turkey
Tropical Storm Allison | $8.50131 $15.1 55 Tropical cyclone 2001 | == United States
i [13] ; North America (==,
Hurricane Gustav $8.3 $12.1 153 Tropical cyclone 2008
E=. Bl others)
. [36] . Caribbean basin (===
Hurricane Eta $8.3 $10.1 189 Tropical cyclone 2020
. N, W', others)
$11.7 - 100,000 —
2010 Haiti earthquake | $8.1 — $14[10611107] ’ Earthquake 2010 Haiti
d $20.2 920,000 9 o




Cost ($ billion)

Event ¢ Fatalities ¢ Type ¢ Year ¢ Nation(s) ¢
Actual ¢ | Inflated ¢
3202 Z2U,00U
India
Cyclone Fani $8.1[108] $10 89 Tropical cyclone 2019 — '
Il Bangladesh
1990 Manjil-Rudbar
) $al10d] $19.3 45,000 Earthquake 1990 | = Iran
earthquake
2017 Puebla earthquake | $8!10 $103 370 Earthquake 2017 | gl Mexico
Morth America
Hurricane Jeanne $7.9113 $13.2 3,035 Tropical cyclone 2004 (3.
==, =2 others)
2016 Fort McMurra
_ ’ $7.6111111112] $10 2 Wildfire 2016 | g+l Canada
wildfire
2022 China heatwave | $7.60113 $8.2 50,900l Heatwave 2022 | il China
Julian Alps .
2023 Slovenia floods $7 61115 $78 7 Flood 2023 P (G
=)
2001 Gujarat India, [&
! $7.511181 $13.3 20,023 Earthquake 2001 =_ '
earthquake Pakistan
2021 Pacific Northwest 1T I+l Canada,
$7 501171 $87 5 Flood 2021 )
floods == |Jnited States
=$7.4
2024 Noto earthquake i 18 =874 570 Earthquake 2024 ® Japan
[estlmated)[ ]
Hurricane Sally $7.3187 $89 5831 Tropical cyclone 2020 | == United States
Tornado outbreak
sequence of May 19— $7.30119 $7.3 3 Tornado outbreak 2024 | == United States
27,2024
Southeast Asia (2,
Typhoon Rammasun $7.1301200 $95 196 Tropical cyclone 2014 (

I Ol ~therc)




Cost ($ billion)

Event ¢ Fatalities Type ¢ | Year ¢ Nation(s)
Actual Inflated #
TYRHTTUUIT Rdimiria=uT ST TS Ru R ] oo ITopegr Lyciune ZUTH I -’ Dthers)
2023 Al Haouz 121
grl121 $7.2 2,960 Earthquake 2023 | gl Morocco
earthquake
o 122 o _ North America (==,
Exxon Valdez oil spill grl122 $17.8 0 Contamination (Oil) 1989 =)
£d
Typhoon Nina + 1975 Tropical cyclone, Dam China
e . $6.71123] $39.2 229,000 opeateycions, 1975 | M China,
Bangiao Dam failure failure Bl Taiwan
i [13] ; North America (==,
Hurricane Floyd $6.5 $12.3 74 Tropical cyclone 1999
= I+0)
2007 United Kingdom
d $6.51124] $9.9 13 Flood 2007 | =g United Kingdom
floods
Southeast Asia
Typhoon Hato $6.411251026000271 | g5 5 24 Tropical cyclone 2017 (.
El. EX, others)
Space Shuttle Columbia 128 i . K
. $6_4[ 1 5109 7 Space flight accident | 2003 == | Jnited States
disaster
EastAsia( e , .
Typhoon Saomai-Osang | $6.3[129 $11.2 28 Tropical cyclone 2000 ) ( -
ﬁ.d
Black Saturday 20 . X
_ $6.31201 $9.2 173 Wildfire 2009 | &M@ Australia
bushfires
2017 Iran—Ira
d $6.21130] $8 630 Earthquake 2017 | === Iran, ™=|raq
earthquake
431 . Southeast Asia (Fll.
Typhoon Morakot $6.21131] $9.1 789 Tropical cyclone 2009

. 2., others)




Cost ($ billion)

Event 4 Fatalities ¢ Type Year ¢ Nation(s) ¢
Actual ¢ | Inflated #
Hurricane Beryl $6.21194 $6.2 70 Tropical cyclone 2024 |, B4, I+l =
others)
i i [13] . Morth America (==,
Hurricane Mitch $6.1 $11.8 11,374+ Tropical cyclone 1998
== -, others)
) 68 ) Western Europe (] il
Cyclone Xynthia $6.1158] 388 75 European windstorm | 2010
. == [EMl, others)
2020 Petrinja Balkans
! $6.1[133] $7.4 7 Earthquake 2020 (3=, .,
earthquake s, Others)
Tornado outbreak of 19 .
$6 10119 $6.1 B Tornado outbreak 2024 | == United States
May 6-10, 2024
1989 Loma Prieta 134 .
ol $15.2 83 Earthquake 1989 | == United States
earthquake
Northeast Asia .
Typhoon Prapiroon 61139 $11 75 Tropical cyclone 2000 (.
‘e, @  others)
Northeast blackout of 136 Infrastructure failure == |nited States,
611361 $10.3 1 _ 2003
2003 (electric) I+l Canada
Southeastern Europe
Cyclone Klaus $60581 $8.8 26 European windstorm | 2009 | (. == 0 1.
others)
2013 Alberta floods gal1e7! $8.1 5 Flood 2013 | g+l Canada
® Japan,
Typhoon Shanshan ol 36 8 Tropical cyclone 2024 .
e South Korea
Tornado outbreak of 139 K
$5. 7113 $59 33 Tornado outbreak 2023 | == United States

March 31-April 1, 2023




Cost ($ billion)

Event ¢ Fatalities ¢ Type Year ¢ Nation(s) ¢
Actual ¢ | Inflated %
UL RYUSIU Mooas [ $o0rr IO i Frooa 202U & Jdapdrn
North Europe
Cyclone Gudrun $5.50681 $8.9 24 European windstorm | 2005 be (=2,
2= 2, others)
Hurricane Isabel $5.50131 $94 51 Tropical cyclone 2003 | == United States
1993 Storm of the 141 141 . .
$5 501411 $12 2701147 Winter storm 1993 | == United States
Century
2023 Hawaii wildfires | $5.5[11% $57 102 Wildfire 2023 | == United States
2005 Kashmir 142 Pakistan ,
$5.21142] $8.4 86,000 — 87,351 | Earthquake 2005 _
earthquake = |ndia
1980 El Asnam 143 .
$5.21143] $19.8 5,000 Earthquake 1980 | Algeria
earthquake
North America (=,
Hurricane Dorian $5.1114411145]146] $6.3 84[1451146] Tropical cyclone 2019 (
== I+1, others)
_ an 422,499 - _
1931 China floods $5.07 $1048 Flood 1931 Bl China
4,000,000
1985 Mexico City 148 i
gsl148] $14.6 10,000 — 35,000 | Earthquake 1985 | W-W Mexico
earthquake
East Asia
Typhoon Herb gsl149l $10 284 — 590 Tropical cyclone 1996 : (. .
L)
2003 Boumerdes 51 .
$50511 $8.5 2.266 Earthquake 2003 | Algeria
earthquake
) o Iceland, Northern
2010 eruptions of 150 i K i
. ) $5l150] $72 0 Volcanic eruption 2010 Hemisphere (ash
Eyjafjallajokull
cloud only)




Cost ($ billion)

Event ¢ Fatalities Type Year % Nation(s) ¢
Actual ¢ | Inflated #
cloud only}
Tropical Storm Imelda g5l131] 36.1 5l151] Tropical cyclone 2019 | == United States
Southern Asia
2025 Tibet earthquake | $5(152] $5 126 Earthquake 2025 (.
B ==
2019 Kamataka floods | $4.95[153 $6.1 61 Flood 2019 | == India
Southeast Europe (
2014 Southeast Europe 154
$4.8l154] $6.4 86 Flood 2014 | R, =
floods
others)
2018 Kerala floods $4 gl155] $6 483 Flood 2018 | == India
2021-2022 Malaysian
y $4 7711561 $5.1 54 Flood 2022 | == Malaysia
floods
i 13 . North America ('l
Hurricane Opal $4. 71131 397 63 Tropical cyclone 1995
B0, = others)
1997 Umbria and
$4.6711571 39.1 11 Earthquake 1997 | g I 'taly
Marche earthquake
Southeast Asia (2,
Typhoon Haiyan $4 6l158101591160] $6.2 6,329 7,403 | Tropical cyclone 2013 (
Bl Bl others)
2022-2023 California 151 2022- )
$4.60161] %47 22 Flood == United States
floods 23
1979 Montenegro == Yugoslavia (N,
¢ $4.501621 $19.5 136 Earthquake 1979 ? (
earthquake =
Central Europe
1997 Central European
. $4.501631 $8.8 114 Flood 1997

flood

(o o, )




Cost ($ billion)

Event ¢ Fatalities ¢ Type ¢ Year ¢ Nation(s) ¢
Actual ¢ | Inflated %
1997 Indonesian forest
fires + 1997 Southeast 164 Wildfire, subsequent Southeast Asia (™.
) $4 470164 $88 240 1997
Asian haze + Garuda haze and plane crash M == others)
Indonesia Flight 152
South Asia
1999 Odisha cyclone $4.441165] $8.4 9,887 Tropical cyclone 1999 (= &3
B, others)
2020 Sudan floods $4.431681 35.4 100 Flood 2020 | = Sudan
Cyclone Gonu $4 4201671 $6.7 78 Tropical cyclone 2007 | Pum Oman, === Iran
North America and
Hurricane Zeta $4 41168] $53 9 Tropical cyclone 2020 | the Antiles (==, ==,
N°N, others)
West Pacific basin (
Typhoon Mawar $4 30169] 344 6 Tropical cyclone 2023 o Eu BN
others)
South Asia
Cyclone Phailin $4 2601701 $5.8 46 Tropical cyclone 2013 =B
a, others)
1999 Athens earthquake | $4.20171 $7.9 143 Earthquake 1999 | = Greece
172 . EastAsia(, ® ,
Typhoon Rusa $4 201721 $7.3 238 Tropical cyclone 2002
Bl others)
Hurricane Manuel $4 21731 357 123 Tropical cyclone 2013 | B0 Mexico
Tornado outbreak 25 K
$4 11251 $7 42 Tornado 2003 | == United States
sequence of May 2003
2019 Iran floods $4.40174] 35 77 Flood 2019 | == Iran




Cost ($ billion)

s Fatalities Type Year & Nation(s) s
Sort ascending Actual Inflated ¢
2019Tran floods g4 41174 g5 77 Flood 2019 | ==lIran
Western Europe
Great Storm of 1987 $4[58] $11.1 22 European windstorm | 1987 pe (22
.0, ==, others)
2017 Chiapas | Mexico, -
. $4l175] $5.1 98 Earthquake 2017 - o
earthquake Guatemala
Morth America and
Hurricane Dennis $3.98l176I0177] 364 88 Tropical cyclone 2005 | the Antiles (B8, =,
== others)
1983 Spanish floods $3.90178] $12.3 34 Flood 1983 | = Spain
Central America (-
Hurricane Stan $3.90179 $6.3 1673 Tropical cyclone 2005 @8
N0, ==, others)
| Mexico,
Hurricane Karl $3.91180] $5.6 22 Tropical cyclone 2010 - _
Bl Belize
Tornado outbreak of 181 .
$3.90181 %45 90 Tornado 2021 | == United States
December 10-11, 2021
South-west Africa (
Cyclone Chido $3.9182] $3.9 172+ Cyclone 2024 = 1M,
others)
183 . Southeast Asia (2,
Typhoon Mangkhut $3.740183] %47 134 Tropical cyclone 2018
. Bl others)
2024 Rio Grande do Sul Py Brazil 2=
g3.70184] $37 181 Flood 2024 = '
floods Uruguay
MNorth America and
Hurricane Isabel $3.61125] 562 51 Tropical cyclone 2003 | the Antiles (===, I+,

E=, others)



Cost ($ billion)

Event Fatalities # Type Year # Nation(s) ¢
Actual ¢ | Inflated ¢
Cyclone Yasi $3.601%61 546 7 Tropical cyclone 2011 | &l Australia
Cyclone Hudhud $3.5801871 $4.8 124 Tropical cyclone 2014 | == India, B Nepal
China
Typhoon Utor $3 551881 %48 97 Tropical cyclone 2013 L o
=M Philippines
South Asia , s
Cyclone Matmo—Bulbul | $3.541189 $4.4 43 Tropical cyclone 2019 (- =
[190] Flood, landslide and
Vargas tragedy $35 366 10,000 — 30,000 1999 | ggm Venezuela
mudflow
2016 Kaikdura 191
$3.51191] %46 2 Earthquake 2016 | gl New Zealand
earthquake
i i [192] ; North America (==,
Hurricane Idalia $3.5 336 12 Tropical cyclone 2023
&, B0, others)
Indian Ocean basin (
Cyclone Vardah $3.3701931 $4.4 47 Tropical cyclone 2016 | ==, =, BN,
others)
2022 eastern Australia 194 .
$3.3301941 $36 27 Flood 2022 | g Australia
floods
Morth America and
Hurricane Luis $3.301931 $6.8 19 Tropical cyclone 1995 | the Antiles (3, IEX,
B, others)
2018 Hokkaido Eastern [196]
) $3.3 $4.1 41 Earthquake 2018 e Japan
Iburi earthquake
1976 Caldiran—
¢ $3.2197] $17.7 5.000 Earthquake 1976 | [l Turkey, == Iran

Muradiye earthquake




Cost ($ billion)

. ¢ Fatalities ¢ Type Year ¢ Nation(s) s
Actusl +| inflated o
Muradiye earthquake -
Space Shuttle
P _ $3.20198l $9.2 7lieel Space flight accident | 1986 | ™= United States
Challenger disaster
East Asia , .
Typhoon Winnie $3.2[2001 $6.3 a7z Tropical cyclone 1997 (.
M, others)
2010 Central European Central Euro
P $3.1412011 $4.5 a7 Flood 2010 P (mm,
floods = . Others)
North America and
Hurricane Isaac $3.1112021[203] $4.3 41 Tropical cyclone 2012 | the Antiles (BN, ==,
=m, others)
1976 Moro Gulf [204] o
$3.1 $171 5,000 Earthquake 1976 =M Philippines
earthquake
Hurricane Iniki $3.10131 $6.9 6 Tropical cyclone 1992 | == United States
2006 Yogyakarta
< $3.1(203] %48 5749 Earthquake 2006 | ™= |ndonesia
earthquake
2019-20 Puerto Rico 206 )
$3.1(208] $38 4 Earthquake 2020 | B= Puerto Rico
earthquakes
+] Canada
2023 Canadian wildfires | $3.1207] $32 8 Wildfire 2003 M T
== |Inited States
North and Central
Hurricane Delta $3.09(208] 538 6 Tropical cyclone 2020 | America (== §-I.
E=, others)
North America
Hurricane Fiona $3.09[2091210] $33 29 Tropical cyclone 2022 =
I+l @@ others)




Cost ($ billion)
Event ¢ Fatalities Type ¢ | Year ¢ Nation(s) ¢
Actual ¢ | Inflated ¢
1964 Niigata earthquake | $3.0211] $30.4 36 Earthquake 1964 | @ Japan
Hurricane Alicia $3.00212] $9.5 21 Tropical cyclone 1983 | == United States
i ) 13 . North America (B-0,
Hurricane Gilbert $3.0013 58 318 Tropical cyclone 1988
==, X, others)
2016 Ecuador Latin America
$3.0213] $3.0 676 Earthquake 2018 (i,
earthguake == 1 )]
2019 Arkansas River 214 .
$3.01214] $37 5 Flood 2019 | == United States
floods
South Asia
Cyclone Yaas $2.99(2191 $35 20 Tropical cyclone 2021 (= ..
&, others)
June 2012 North 35 .
) $2.9129] $4 22 Derecho 2012 | == United States
American derecho
2019 Midwestern U.S. 35 K
$2.9129] $36 3 Flood 2019 | == United States
floods
Tropical Storm Lee $2 8216l $39 18 Tropical cyclone 2011 == nited States
2011 Joplin tornado $2.8217] $39 158 Tornado 2011 | == United States
Australia
Cyclone Debbie $2.73218 $35 14 Tropical cyclone 2017 | oM ’
il New Zealand
AZF chemical plant 219 .
_ $2.68219 $4.8 29 Explosion 2001 | | | France
explosion
2010 Canterbu
v $2.6302200 $3.8 2 Earthquake 2010 | g New Zealand
earthquake
1989 Newcastle 391 .
$2 82211 $6.6 13 Earthquake 1989 | g Australia
earthquake




Cost ($ billion)

Event ¢ Fatalities Type Year ¢ Nation(s)
Actual Inflated 4
Tornado outbreak 25 K
$2 5291 $3.1 3 Tornado 2019 | == United States
sequence of May 2019
2017 Montana wildfires | $2.5[23] $32 2 Drought, Wildfire 2017 | == United States
2017 Minneapolis
) ? $2 5291 $32 0 Hailstorm 2017 | == United States
hailstorm
Hurricane John $2 51222] $25 29 Tropical cyclone 2024 | §-@ Mexico
2024 Hualien Eastern Asia
$2 51223] $25 19 Earthquake 2024 (.
earthquake e BN
North and Central
Hurricane Michelle $2.4302241 $4.3 48 Tropical cyclone 2001 | America (==, ==
B=, others)
Severe weather
[119] Derecho, tornado .
sequence of July 13—16, | $2.4 $24 5 2024 | == United States
outbreak, flood
2024
Southeast Asia
Typhoon Gaemi $2.31122511226] $2.3 126 Tropical cyclone 2024 (.
=, EX. others)
Southern Asia )
Cyclone Sidr $2 312271 $35 15,000 Tropical cyclone 2007 (-
== . others)
2009 Sumatra
$2.31228] $3.4 1,115 Earthquake 2009 | ™= |ndonesia
earthquakes
East Asia i ,
Typhoon Matsa $2 2312291 $36 25 Tropical cyclone 2005 (. .
e , others)
2022 Luding earthquake | $2.23[230] $2.4 93 Earthquake 2022 | il China




Cost ($ billion)

Event Fatalities ¢ Type Year % Nation(s) s
Actual ¢ | Inflated ¢
2017 Denver hailstorm | $2.2128] $2.8 0 Hailstorm 2017 | == United States
2011 Van earthquakes | $2.21232] $3.1 642 Earthquake 2011 | Bl Turkey
Southern Asia (e,
Cyclone Mocha $2.2[233] $2.3 463 — 564 Tropical cyclone 2023 | M, = w3,
others)
South Asia
Cyclone Roanu $2.131234] $2.8 135 Tropical cyclone 2016 (e, I
i Others)
Morth America and
Hurricane Agnes $2.1(225] $15.8 128 Tropical cyclone 1972 | the Antiles (2=, B=,
I+l others)
Cyclones BOB 03 and South Asia ( &, s
y ) $2. 1123611237] $3.2 983 Tropical cyclone 2007 (| =
Yemyin 20 )
Tornado outbreak of 35 K
$2.11291 $2.7 0 Tornado 2017 | == United States
March 67, 2017
South Asia ) I
Cyclone Komen $2.0612381(239] $2.7 167 Tropical cyclone 2015 (= -
Es)
2023 Jishishan
$2 052401 $2.1 151 Earthquake 2023 | gl China
earthquake
East Asia (2, .
Typhoon In-fa $2.04241 $2.4 6 Tropical cyclone 2021 (. i
@ , others)
Teton Dam disaster $21242] 3111 11 Dam failure 1976 | = United States
1977 Vrancea Black Sea basin
$21243] $10.4 1,700 Earthquake 1977 n
earthquake . mmm, I*l, others)




Cost ($ billion)

Event & Fatalities Year ¢ MNation(s) $
Actual Inflated #
Central and South
Hurricane Joan-Miriam | $2[244] $53 337 Tropical cyclone 1988 | America (o= =,
mm Others)
1999 Colombia
g224%1 $3.8 1,900 — 5,800 1999 | g Colombia
earthquake
Central Europe (g
December Storm $21246] $38 20 European windstorm | 1999 pe (=&,
H-BL_)]
2001 Nisquall
duaty 22471 336 1 2001 |== United States
earthquake
Costa Concordia
: 20248l $2.7 33 Maritime disaster 2012 | 1 italy
disaster
2013 Moore tornado $2[2491 $2.7 26 2013 | == United States
2022 Afghanistan floods | $2[2501 $2.1 670 2022 | == Afghanistan
. Persian Gulf basin (
2024 Persian Gulf 251
$21251 $2 46 2024 | em, == =,
floods
others)
Morth America and
Hurricane Debby g2l252] 32 10 Tropical cyclone 2024 | Antiles (==, I+1, BE=
, others)
2003 Tokachi
$1.90253 $3.2 1 2003 | e Japan
earthquake
Francis Scott Key 254 _ .
_ $1.91254] $1.9 6 Bridge collapse 2024 | == United States
Bridge collapse
Bangladesh
Cyclone Aila $1.83[255] $2.7 339 Tropical cyclone 2009 - _g ’




Cost ($ billion)

Event ¢ Fatalities ¢ Type % | Year ¢ Nation(s) E]
Actual 4 | Inflated
Typhoon Hinnamnor $1.811256] 319 20 Tropical cyclone 2022 | T
® , others)
i § 257 . Central America (==,
Hurricane Fifi-Orlene $1.8[257] $11.5 8,210 Tropical cyclone 1974
§-N. A others)
2011 Groundhog Da North America (==,
_ I g1.259 $2.5 36125 Winter storm 2011 (
blizzard 1+1.0-0)
2023 North India floods | $1.81259] $1.9 422 Flood 2023 | 2= India
North America and
Hurricane David $1.79!2601 $7.8 2,078 Tropical cyclone 1979 | the Antiles (==
==, others)
North America and
Hurricane Frederic $1.771261 $77 12 Tropical cyclone 1979 | the Antiles (== =,
B=. others)
South and Southeast
Cyclone Jal $1.7302621 $25 18 Tropical cyclone 2010 | Asia (=, =20 @
others)
2018 Sulawesi 4340 Earthquake and
1710288 $2.1 ' 9 ) 2018 | ™= |ndonesia
earthquake and tsunami (confirmed) tsunami
Piper Alpha explosion | $1.71264] $5.8 165 Explosion (il rig) 1988 | =¥= United Kingdom
1991 Bangladesh Southern Asia .
d $1.71265] $3.9 138,866 Tropical cyclone 1991 (-
cyclone . B others)
Deep Depression ARB
- puep $1.64[266] $2.4 180 Tropical cyclone 2008 | == Yemen
Typhoon Man-yi $1.6212671 $22 6 Tropical cyclone 2013 e Japan




Cost ($ billion)

Event s Fatalities ¢ Type Year ¢ Mation(s) ¢
Actual ¢ | Inflated %
2001 El Salvador Latin America (=,
$1.61269 $2.8 1,259 Earthquake 2001 (=
earthquakes =)
Morth and Central
Hurricane Dolly $1 612701271] $23 22 Tropical cyclone 2008 | America (I, =,
N-N. others)
2013 Lushan
$1.61272 322 216 Earthquake 2013 | fill China
earthquake
2021 Haiti earthquake | $1.61873] %19 2,248 Earthquake 2021 | g Haiti
North America (==,
Hurricane Allen $1.57 36 269 Tropical cyclone 1980 | m-m. ==, ER.
others)
2020 Central Vietnam Indochina (JEN. IFR<
$1.571274 319 233 Flood 2020 @=a
floods [ o |}
South Asia :
Cyclone Tauktae $1.571275] $1.8 174 Tropical cyclone 2021 (= [
BE, others)
2022 KwaZulu-Natal .
$1.571276] $17 438 Flood 2022 | B= South Africa
floods
2020 Elazi§ earthquake | $1.561277] $1.9 41 Earthquake 2020 | B8 Turkey
2019 Dallas tornado $1.5512781 $1.9 0 Tornado 2019 | == United States
Southern Africa ,
Cyclone Freddy $1.532791 3186 1,434 Tropical cyclone 2023 (-
==, | others)
Autumn 2000 Western Western Europe
$1.52[2800 328 20 Flood 2000 pe (2=
Europe floods . I, 0 1. others)
. [281] . == |Inited States,
Hurricane Juan $15 344 12 Tropical cyclone 1985

Hall Manada




Cost ($ billion)

Event Fatalities Type Year ¢ Nation(s) 4
Actual ¢ | Inflated ¢
Hurricane Bob $1.505 335 17 Iropical cyclone 19491
(==, 1+1. El)
2003 Bam earthquake | $1.5283 $26 34,000 Earthquake 2003 | == Iran
Southeast Asia
Typhoon Talim $1.50284] $2.4 172 Tropical cyclone 2005 (.
B =)
i . . B+l Mexico,
Hurricane Ingrid $1.5[285] $2 32 Tropical cyclone 2013
¢ P < == |United States
285 i Arabian Peninsula (
Cyclone Mekunu $1.5[256] $1.9 31 Tropical cyclone 2018 |
el N - )]
Brumadinho dam 287 . _
) $1 512571 $1.8 270 Dam failure 2019 Brazil
disaster
East Asia ( e
Typhoon Hagupit $1.5[228] 518 17 Tropical cyclone 2020 (o0, .
Bl others)
i i [289] ; == United States,
Hurricane Francine $15 $15 0 Tropical cyclone 2024 !
B+l Mexico
h [290][291] . ® Japan,
Typhoon Jongdari $1.48 $19 0 Tropical cyclone 2018 )
Bl China
Tropical Storm Etau 292 .
$1.440292] $2.1 28 Tropical cyclone 2009 | e Japan
(2009)
2023 Auckland
Anniversary Weekend | $1.43[293 $1.5 4 Flood 2023 | ga@® New Zealand
floods
North America and
Hurricane Camille $1.4201 $12.2 259 Tropical cyclone 1969 | the Antiles (2=, =,

-l others)




Cost ($ billion)

* Actual < inflated < Fatalities 4 Type ¢ Year ¢ Nation(s) ¢

- r
2020 Nashville tornado | $1.418[29411295] $17 5 Tornado 2020 | == United States
Cyclone Winston $1.4[296] $1.8 44 Tropical cyclone 2016 | gEm Fiji
Southern Africa
Cyclone Idai $1.40297] $17 1,593 Tropical cyclone 2019 o=
==, [, others)
i [36] . Latin America (==,
Hurricane lota $1.4 $1.7 84 Tropical cyclone 2020
mm, others)
2021 Cumbre Vigja
_ e $1 412981 $16 1 Volcanic eruption 2021 | == Spain
volcanic eruption
2009 Messina floods 209 R
$1 391299 $2 31 Flood and mudslides | 2009 | J | Italy

and mudslides

= lnited States,

Hurricane Elena $1.313001 $38 9 Tropical cyclone 1985
P o BE= Cuba
North America and
Tropical Storm Fred $1.3[258] $15 7 Tropical cyclone 2021 | the Antiles (==, ==
BN others)
2021 Fukushima
$1.31301 $15 1 Earthquake 2021 e Japan
earthquake
1993 Latur earthquake | $1.3[109] $2.8 9.748 Earthquake 1993 | == India
North and Central
Hurricane Isidore $1.2g[3021203] $22 22 Tropical cyclone 2002 | America (-, =,

E=, others)

Eurcpe and North
2011 European floods | $1.2503041305] $17 17 Flood 2011 | Africa(@ L B0 &,
others)




Cost ($ billion)

Event ¢ Fatalities ¢ Type Year ¢ Nation(s) ]
Actual ¢ | Inflated ¢
+f Mexico
Hurricane Odile $1.25[308] $1.7 18 Tropical cyclone 2014 in o
== |Jnited States
: 307 §2.1- : ;
Cedar Fire $1.24 — $21307] 34 15 Wildfire 2003 | == United States
2020 Hyderabad floods | $1.23(308] $15 as Flood 2020 | == India
. $1.2- $15— )
2020 Calgary hailstorm g1 41361308]310] a1 7 0 Hailstorm 2020 I+l Canada
1965 Palm Sunday 311 .
$1.217011 $12.1 266 Tornado outbreak 1965 | == United States
tornado outbreak
[312] . Arabian Sea basin (
1996 Oman cyclone $1.2 $2.4 341 Tropical cyclone 1996 —_
. — EX)
January 2011 Rio de
Janeiro floods and $1.21313] $1.7 916 Flood, mudslides 2011 Brazil
mudslides
Australia
Cyclone Veronica $1.20314 $15 0 Tropical cyclone 2019 - o
Bl East Timor
MNorth America and
Hurricane Elsa $1 202581 $1.4 13 Tropical cyclone 2021 | the Antiles (=, ==
R others)
July—August 2022
A $1.21319] $1.3 44 Flood 2022 | E= United States
United States floods
2023 S&o Paulo floods 316 ) .
) $1.213161 $1.2 65 Flood, landslide 2023 Brazil
and landslides
2024 Houston derecho | $1.20119] $1.2 8 Derecho 2024 | B= United States




Cost ($ billion)
- E] Fatalities ¢ Type ¢ Year ¢ Nation(s) E]
Actual ¢ | Inflated ¢
Typhoon Fred $1.181317] $2.5 3,063 Tropical cyclone 1994 L"“)m:"" i —
*
East Asia
Typhoon Haitang $1.171218] $1.9 20 Tropical cyclone 2005 : (. ..
®
2010 Baja California 0 Mexico,
: $1.150219] $1.7 4 Earthquake 2010 - i
earthguake == |nited States
Qceania
Cyclone Ita $1.1503200221] $1.5 40 Tropical cyclone 2014 (D, .,
&l others)
Typhoon Bopha $1.11322] $15 1,901 Tropical cyclone 2012 | 23 Philippines
Three Mile Island 323 Contamination K
) $1.1(3231 $4.8 0 o 1979 | == United States
accident (Radiation)
Volcanic eruption,
1980 eruption of Mount Subsequent
’ $1.10324l $42 57 _q 1980 | == United States
St. Helens landslides and
mudslides
; 325 ) Central America (H-N,
Tropical Storm Agatha $1.11325] $16 204 Tropical cyclone 2010
B0, ==, others)
2013 North India floods | $1.1[326] $1.5 6,054 Flood 2013 | 2= India, i Nepal
May 2021 South Central
Y ) $1.113271 313 5 Flood 2021 | == United States
United States flooding
i i [328] ; B= |United States,
Hurricane Nicholas $1.1 $1.3 4 Tropical cyclone 2021 )
BB Mexico
East Palestine, Chio, 129 Contamination .
) _ $1.112 311 0 ) 2023 | == United States
train derailment (Hazardous materials)




Cost ($ billion)

Event $ Fatalities Type ¢  Year ¢ Nation(s) 4
Actual Inflated ¢
) o ' $1.1132%1 $1.1 0 ] 2023 | == United States
train derailment (Hazardous materials)
2019 Albania
$1 093300 $13 51 Earthquake 2019 |l Albania
earthquake
$1.08 (official )
L . . 173 (official i .
2015 Tianjin explosions | estimated) $14 Explosion 2015 Bl China
[citation needead] l::onﬁrmed}
Southeast Asia
Typhoon Vamco $1.0602311 $1.3 102 Tropical cyclone 2020 (.,
K3 others)
Southwest Indian
Cyclone Garance $1.0502321 $1.1 5 Tropical cyclone 2025 | Ocean (B0, H =
)
Tropical Storm Alberto | $1.031333] $2.2 33 Tropical cyclone 1994 | B= United States
Southeast Asia
Typhoon Damrey $1.030234 $13 142 Tropical cyclone 2017 (=
= . others)
1923 Great Kantd 135
$113391 $18.5 142,800 Earthquake 1923 | @ Japan
earthquake
1948 Fukui earthquake | $1[336] $13.1 3,769 Earthquake 1948 | @ Japan
Landslide, subsequent
Vajont Dam disaster $11337] $10.3 2,500 Megatsunami and 1963 | 1 laly
dam failure
North Macedonia
1963 Skopje earthquake | $11338] $10.3 1,100 Earthquake 1963 | o= ]
(== Yugoslavia)
1972 Nicaragua 339 )
g11334 $7.5 10,000 Earthquake 1972 | == Nicaragua

earthquake




Cost ($ billion)

. ¢ Fatalities Type Year ¢ Nation(s)
Sort ascending Actual -
=dr |qudr\|:
1976 Guatemala «] Guatemala
$113401 23,000 Earthquake 1976 - _ '
earthquake IEll Belize
Southeast Asia (2,
Typhoon Ketsana $103411 921 Tropical cyclone 2009 (
[~ <« N o )]
Armero tragedy $10342] 22,540 Voleano eruption, 1985 | gmm Colombia
Mudslides
Surfside condominium . .
" $1 98 Structure failure 2021 == United States
collapse
= Greece
1978 Thessaloniki [109] - ! ==
thquak 31 50 Earthquake 1978 Yugoslavia, mmm
earthquake
4 Bulgaria
1983 Sea of Japan
sk P $103431 104 Earthquake 1983 | e Japan
earthquake
1985 Algarrobo 344 .
ek $103441 177 Earthquake 1985 | flam Chile
earthquake
1987 Ecuador 345
houak $11348 1,000-5000 | Earthquake 1987 | gam Ecuador
earthquakes
1988 Nepal earthquake | $11348] 709 Earthquake 1988 |B Nepal, 2= India
1992 Cairo earthquake | $11347] 561 Earthquake 1992 | == Egypt
1994 Paez River [348] .
rthquak $1 1,100 Earthquake 1994 | gum Colombia
earthquake
1998 Adana-Ceyhan 349
$11349 145 Earthquake 1998 | [Bl Turkey

earthquake




Under $1 billion [edi

1999 Dizce earthquake | $11350 $19 845 — 894 Earthquake 1999 | B Turkey
1999 Bridge Creek—
g $102491 $19 41 Tornado 1999 | == United States
Moore tornado
2014 South Napa
P $113511 $1.3 1 Earthquake 2014 | = United States
earthquake
152 . Arabian Sea basin (
Cyclone Luban $113521 $1.3 14 Tropical cyclone 2018 |
— h; n)
MNorth America and
Hurricane Nicole $113931 $11 1 Tropical cyclone 2022 | the Antiles (o, =,
E=, others)
2024 Chile wildfires $10354 $1 137-507 Wildfire 2024 | Pam Chile

This table lists notable disasters which are estimated to have an economic cost of less than 1 billion United States dollars without
taking inflation into account. This includes historical disasters, such as the Great Chicago Fire, which would surpass the value of $1
billion in modern currency.

Note: All damage figures are listed in millions of United States dollars.

List of disasters by cost. Under $1 billion. Actual, and inflated to 2024 (unless otherwise stated)

Cost ($ millions)

Event ] Fatalities % Type ] $ Nation(s) &
Actual ¢ | Inflated #
South Asia

Cyclone Akash $08213551 $1489 14 Tropical cyclone | 2007 — (I, s,
2013 Washington
o dg © | $935[35611357] $1262 3 Tornado 2013 == United States

Inois tiornadao
2016 Great Smok
ountains wild V| gg2013581 $1208 14 Wildfire 2016 == United States

ountamns widrres
Daulatpur-Saturia $3.8-

’ $1.5-900135911360] 1,300 Tornado 1989 Il Bangladesh

tornado $2283
2020 Korea floods | $875[30] $1083 32 Flood 2020 's; South Korea
1981 Gulf of Caorinth 152 .

ek $g120362 $2808 22 Earthquake 1981 I= Greece
earnguakes
2019 Sichuan

hauak $8121531 $999 13 Earthquake 2019 @l China
earthquake



5. Assignment 2, Module 1: Tropical Cyclone Definition: https://www.aoml.noaa.gov/hrd-
fag/#what-is-a-hurricane

What Is a Tropical Cfclune, Tropical Disturbance, Trc}‘;}ical
Depression, Tropical Storm, Hurricane, and Typhoon®

A tropical cyclone is a generic term for a low-pressure system that
formed over tropical waters (25°5 to 25°N) with thunderstorm activity
near the center of its closed, cyclonic winds. Tropical cyclones derive
their energy from vertical temperature differences, are symmetrical,
and have a warm core.

If it lacks a closed circulation it is called a tropical disturbance. If it
has a closed circulation but under 39 mph (34 knots, or 17 meters per
second) maximum sustained surface winds, it is called a tropical
depression. When winds exceed that threshold, it becomes a tropical
storm and is given a name. Once winds exceed 74 mph (64 knots, 33
meters per second) it will be designated a hurricane (in the Atlantic or
East Pacific Oceans) or a typhoon (in the northern West Pacific).

Tropical Disturbances -> Tropical Depressions -> Tropical Storms -=
Hurricane or Typhoon.

What Is the Difference Between a Sub-tropical Cyclone, an
Extra-tropical Cyclone, and a Post-tropical Cyclone?

The “"sub-tropical” in sub-tropical cyclone refers to the latitudes 25°N
to 35°N (or °S). However, the term refers to cyclones whose
characteristics are neither fully tropical nor extratropical. They are
either asymmetrical with a warm core or symmetrical with a cold core.
Sub-tropical cyclones can transform into tropical or extra-tropical
storms depending on conditions.

The “extra-tropical” in extra-tropical cyclone refers to the latitudes
35°M to 65°MN (or °S). However, the term refers to cyclones that get
their energy from the horizontal temperature contrasts that exist in the
atmosphere. Extra-tropical cyclones are low-pressure systems
generally associated with cold fronts, warm fronts, and occluded
fronts. They are asymmetrical and have a cold core.

A post-tropical cyclone is a former tropical cyclone that no longer
possesses sufficient characteristics to be considered a tropical
cyclone, such as convection at its center. Post-tropical cyclones can
continue producing heavy rains and high winds. Former tropical
cyclones that have become fully extra-tropical, sub-tropical, or
remnant lows, are three classes of post-tropical cyclones.

Neutercane is a term no lenger in use. It referred to small (<100 miles
in diameter) sub-tropical low-pressure systems that are short-lived.


https://www.aoml.noaa.gov/hrd-faq/#what-is-a-hurricane
https://www.aoml.noaa.gov/hrd-faq/#what-is-a-hurricane

6. Assignment 2, Module 1: South Atlantic Formation:https://www.aoml.noaa.gov/hrd-
fag/#south-atlantic-and-tcs

Content of Website:

Why Doesn't the South Atlantic Ocean Experience Tropical
Cyclones?

What never? Well, hardly ever.

In March, 2004 a hurricane DID form in the South Atlantic Ocean and
made landfall in Brazil. But this still leaves the guestion of why
hurricanes are so rare in the South Atlantic. Though many people
might speculate that the sea surface temperatures are too cold, the
primary reasons that the South Atlantic Ocean gets few tropical
cyclones are that the tropospheric (near surface to 200mb) vertical
wind shear is much too strong and there is typically no inter-tropical
convergence zone (ITCZ) over the ocean (Gray 1968). Without an
ITCZ to provide synoptic vorticity and convergence (i.e. large scale
spin and thunderstorm activity) as well as having strong wind shear, it
becomes very difficult to nearly impossible to have genesis of tropical
cyclones.

In addition, McAdie and Rappaport (1991) documented the occurrence
of a strong tropical depression/weak tropical storm that formed off the
coast of Congo in mid-April of 1991, This storm lasted about five days
and drifted toward the west-southwest into the central South Atlantic.

So far, there has not been a systematic study as to the conditions that
accompanied this rare event.


https://www.aoml.noaa.gov/hrd-faq/#south-atlantic-and-tcs
https://www.aoml.noaa.gov/hrd-faq/#south-atlantic-and-tcs

7. Assignment 2, Module 1: South Atlantic Formation (2): https://www.wral.com/why-don-t-
hurricanes-form-in-the-south-atlantic-/1672862/

Content of Website:

Are there hurricanes or cyclones in the southern hemisphere near South
America?

Mike Moss: The most proximate reasons for the lack of activity in the South Atlantic are
sea surface temperatures that tend to run a shade cooler than ideal for tropical cyclone
formation even in the southern summer, climatologically high values of vertical wind shear
across that basin throughout the year, and a lack of pre-existing centers of rotation
(vorticity) in that area. This last point is due both to the absence of tropical waves similar
to those generated over west Africa in the northern hemisphere and to the fact the the
Intertropical Convergence Zone (ITZC), which shifts toward the north in our summer and
toward the south in the southern summer, usually stays at or north of the equator in the
Atlantic Ocean (this zone of convergence, thunderstorms, horizontal wind shear and
periodic low level rotation, and its cousin the Monsoon Trough in the Indian and Australian
basins, are often formation regions in those basins and the central and eastern Pacific). A
broad convergence zone like this need to reach about 5 degrees of latitude away from the
equator in order for the Coriolis Force to have sufficient intensity to organize a full-fledged
tropical cyclone, and the Atlantic ITCZ almost never shifts that far south, while the
Monsoon trough in the Indian and Australian basins, and the western South Pacific,
regularly does so.

The eastern South Pacific is just about as void of activity as the South Atlantic, due largely
to the ITCZ also having a tendency to stay near or north of the equator, and to
climatologically cool sea surface temperatures. Of course, one can then ask why are these
factors aligned in such a way, which would make for a very long answer - the short version
is they are all the result of the shapes, sizes, and distribution of continents and ocean
basins, together with the character of the landform surfaces, and the Earth's tilted rotation
axis and not quite circular orbit around the sun.

three possible such systems have been observed there since satellite monitoring began.
The first was off Angola just west of Africa in 1991, another in January 2004 off Brazil, and
most famously what has come to be named Cyclone Catarina, which reached apparent
category 2 intensity before making landfall in southern Brazil on March 28, 2004.

Full question from Michael: Why don't hurricanes/cyclones regularly form in the South
Atlantic ocean? What makes the South Atlantic different from the South Pacific and South
Indian oceans in that regard? Thanks!


https://www.wral.com/why-don-t-hurricanes-form-in-the-south-atlantic-/1672862/
https://www.wral.com/why-don-t-hurricanes-form-in-the-south-atlantic-/1672862/

8. Assignment 2, Module 1: Hurricane vs. Typhoon:
https://oceanservice.noaa.gov/facts/cyclone.html

Content of Website:


https://oceanservice.noaa.gov/facts/cyclone.html

9. Assignment 2, Module 2: Hurricane Season:https://www.aoml.noaa.gov/hrd-fag/#when-is-
hurricane-season



https://www.aoml.noaa.gov/hrd-faq/#when-is-hurricane-season
https://www.aoml.noaa.gov/hrd-faq/#when-is-hurricane-season













10. Assignment 2, Module 2: Tropical Cyclone Climatology: https://www.nhc.noaa.gov/climo/



https://www.nhc.noaa.gov/climo/
https://www.nhc.noaa.gov/climo/

Table 1. Progress of the average Aflantic season (1991-2020). Date upon which the following number of events would
normally have ocourred.

| Number ” MNamed systems || Hurricanes ” Major Hurricanes |
| 1 I Jun 20 I Aug 11 I Sep 1 |
| 2 I Jul 17 I Aug 26 I Sep 19 |
| 3 I Aug 3 I Sep 7 I Oct 28 |
| 4 I Aug 15 I Sep 16 I |
| 5 I Aug 22 I Sep 28 I |
| 6 I Aug 29 I Oct 15 I |
| 7 I Sep 3 I Nov 15 I - |
| 8 | Sep | - | |
| 9 | Sep 16 | - | |
| w Sep 22 | - | |
L on Oct 2 | - | |
|12 Oct 11 | - |

L 13 Oct 25 | - | |
T Nov 19 | - | |

Table 2. Progress of the average eastern Pacific season (1991-2020). Date upon which the following number of evenis
would normally have occurred.

| Number || MNamed systems || Hurricanes || Major Hurricanes |
| 1 I Jun 10 I Jun 26 I Jul 15 |
| 2 I Jun 24 I Jul 15 I Aug 15 |
| 3 I Jul I Jul 31 I Sep 13 |
| 4 I Jul 15 I Aug 16 I Oct 22 |
| 5 I Jul 23 I Aug 31 I |
L& | Aug 3 [ sets | |
] PR [ som | |
| 8 I Aug 21 I Oct 23 I - |
s I |
L 10 | Sep 4 | : I |
Lo | Sep 14 | - | |
L | Sep 21 | - I |
L1 | Oct 2 | : | |
L1 Oct 15 | - |

L s | Nov 5 | - | |





















































































11. Assignment 2, Module 2: Hurricane Records: https://www.aoml.noaa.gov/hrd-fag/#record-
storms-per-year-by-basin



https://www.aoml.noaa.gov/hrd-faq/#record-storms-per-year-by-basin
https://www.aoml.noaa.gov/hrd-faq/#record-storms-per-year-by-basin

What Are the Record Number of Tropical Storms in a Given
Year by Basin?

Based on data from 1980-2024
{1980/81 to 202372024 for the Southern Hemisphere):

i i HurricanaiT oo
Tropical Tropical Storm or YP'T'
) n/Severe Tropical
Worldwide Depression or stronger (greater
) Cychone (greater
stronger (closed than 17 mis
Lowest - Morthweste than 22 mis
Central 1878 _I_”’ %N | mPacic | 8T0mb circulation) sustained winds) - )
Pressure ] Sasin sustained winds)
Fastest 1- i
mfi'jm: vmicane | Nertheast | 88.2mis Basi |Mos [Lea | Ave | Mos | Lea | Awe | Mos | Lea | Aver
Sustained | 218 Paricia ;ac_rﬂc (IS: kt, 215 n t st rage |t st rage |t st age
Wind asin mph}
Atla
Fastest Tropical 112 mis - a1 Fi 16.1 20 4 13.6 15 2 5.9
Meazurad | 1008 Cyclons Australia | (220 kt, 253 nic
Wind Gust Olivia mph}
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What is the Total Number of Hurricanes and Average Humber
of Hurricanes in Each Month?

This table shows the total and average number of tropical storms, and
those which became hurricanes, by month, for the period 1851-2020.
It also shows the monthly total and average number of hurricanes to
strike the U.5. since 1851.

Total and Average Mumber of Atlantic Tropical Cyclones by Month

(1851-2024)
U.s.
Tropical : Major )
Hurricames . Lamdfalling
Mont Storms. Hurricanes )
Hurricanes
h
Bver Bver Awer HFuer
Total Total Total Taotal
age age age age
JAM
UarR T 040 3| 0.2 0| 0.00 0| D0.00
Y
FEB
RUA 1] 001 0| 000 0| 0.00 a| 0.00
Ry
MAR 1] 001 1] 0u01 0| 0.00 a| 0.00
CH
AFPRI
L 3| 0oz 0| 0.00 0| 0.00 a| 0.00
MY 22| o018 5| 0,03 0| 0.00 a| 0.00
EUN 113 | 0.68 35| 0.20 3| 0.02 2| 0.1
JULy 148 | 0.88 85| 0.38 10| 0.08 T| 0.04
AUG 447 | 2.5 258 | 1.48 g5 | 058 45 | 0.28
usT . . . .
SEP
TEM T28 | 4.20 434 | 2.51 188 | 087 85| 0.37
BER
OCT
OBE 442 | 285 238 | 1.38 70| 0.40 29| 047
R
MO
EMB 125 | 0,72 57| 0323 11| 0.08 2| 0.1
ER
DEC
EMB 24| 014 8| 0.05 0| 0.00 0| D.00
ER
R
:EA 2074 | 11.88 | 1102 | 837 3658 | 207 151 | 087




What Was the Most (Largest Number) of Hurricanes in the
Atlantic Ocean at the Same Time?

Four hurricanes occurred simultaneously on two occasions. The first
occasion was August 22, 1883, and one of these eventually killed
1.000- 2,000 people in Georgia and South Carolina. The second
occumence was September 25, 1888, when Georges, lvan, Jeanne
and Karl persisted into September 27, 1988 as humicanes. Georges
ended up taking the lives of thousands in Haiti. In 1871 from
September 10 to 12, there were five tropical cyclones at the same
time; however, while most of these ultimately achieved hurricane
intensity, there were never more than two hurricanes at any one time.



This table ranks the top ten countries by most tropical cyclone strikes.
These numbers are approximated from the IBTrACS database and
include only those storm tracks that intersected the coastline at
hurricane intensity (=2 85 kt} and does NOT include storms that
remained just offshore but may have affected the country.

Total number of tropical cyclone hits by country

Rank Nation Hits
; United States 263
of America
2 China 230
3 Philippines 176
= Mexico 124
5 Japan 133
g Cuba TE
T Australiz i li]
g Bahamas g1
=] Wietnam 45
10 Madagascar 30

Howewver, it should be noted that some basins hawve longer histories of
such activity and this might bias these counts. So the following is the

ranking if we only logk at storms since 1870, when word-wide satellite
coverage became available.

Ranking of tropical cyclone hits by country

since 1970
Rank Mation

1 China

2 Philippines

3 Japan

4 Mexico

5 United States
of America

G Ausiralia

T Tanwan

B ietnam

a Madagascar

10 Cuba




— When was the earliest and latest Atlantic hurricane?

landfall in the
United States

Year Hame Record Type Attribution
Earliest
observed

Earliest hurricane for
1808 Unnamed Hurricane in the seasaon in
the Season the Atlantic
was on March
T. 1803
December 31,
1854, the
second "Alice’
Latest of that year
1254 Hurricane Alice | Humicanes in which
the Season persisted as a
humicane until
January &,
18556
Earliest
Hurricane Northwest
1866 Alma . Florida on
landfall in the
United States | JU"® 9 1968
Latest Movember 22,
1885 Kate Hurricane 1835 near

Mexico Beach,
Florida




What have been the Most Intense Hurricanes to Strike the

United States?

The most intense mainland United 5tates hurricanes by central
pressure (1851-201%8)

CATEGD MIMIMUKA
HURRIC R FRESSURE
RAMK YEAR
ANE {at
landfall} Millibars Inches

1 L 1935 5 802 28.35
(Heys) :
CAMILL

2 |E 1060 5 00 2653
[MS/SE
LAA)

MICHAE

3 [ Linw 2018 5 20 2717
FL)

4 alalliis 2005 3 20 2717
(LAY )
AMDRE

5 SEiaE 1002 ] 922 27.23
FLISE ’
LA)
™

& | (Indianol 1388 4 a925 27.31
a)

FL

7 | (Heysys 1919 4 927 27.37
™
FL (Lake

2 | Okeecho 1028 4 aza 27.43
bee)

DOMMA,
[FL/East 1060 4 930 27.48
ern U5}

9
Great
Miami 1026 4 930 27.48
(FL)




What have been the Deadliest Hurricanes for the United

States?

RAMNK HURRIC YEAR CAT DEATHS COMME
AME NTS

1 -Z; Ivest | 1800 4 2000
(Galves 12,000
an}

FL Same
! (SEnLake | . 2500- :T;m ==
Okeecho 3000 )
ADDEND
bee)
LM
KATRIMA "

3 (LAME. 2005 3 1500 d'ea 115
ALFLG ::'f; Ld
) attribu
L& 2000
{Chenier including

1100-

4 = 1883 4 1400 offshore
Caminan deaths
da) August

5 EEQGA 1883 3 1a0g-

(Sea 2000
Islands)

G GAMSC 18381 2 700
AUDREY

7 (SW 1857 4 =416
LA/M TX)

] FL 1835 5 405
(Keys)

With
offshi
LA (Last e
2 1858 4 400 daaths
Island) .
total is
~500
FL

10 (Miamill | oog 4 372
MSFALP
ensacola




12. Assignment 2, Module 2: Hurricanes by Decade: https://www.nhc.noaa.gov/pastdec.shtml

Content of Website:


https://www.nhc.noaa.gov/pastdec.shtml

13. Assignment 2, Module 2: Hurricane Genesis:
https://www.hurricanescience.org/science/science/hurricanegenesis/

Content of Website:


https://www.hurricanescience.org/science/science/hurricanegenesis/

Although less common, an extratropical cyclone from the mid-latitudes may act as a pre-existing disturbance that can form a
tropical depression, assuming conditions are favorable for the disturbance to undergo tropical transition. During this
transition, the disturbance begins to obtain its energy from the ocean instead of from hornizontal temperature gradients in the
atmosphere and the environmental wind field (see Hurricane Development: From Birth to Maturity). Sometimes, tropical
transition occurs when the maximum surface wind speed is already stronger than 61kph (38 mph). In this case, the storm
would be immediately classified as a tropical storm instead of a tropical depression. If the storm has characteristics of both an
extratropical cyclone and a tropical storm, it is classified as a subtropical storm. Like a tropical storm, a subtropical storm may

become a hurricane if it completes tropical transition and obtains a maximum surface wind speed of at least 119 kph (74 mph)
(see Hurricane Life Cycle).




14. Assignment 2, Module 2: Hurricanes, Typhoons, and Cyclones:
https://www.livescience.com/22177-hurricanes-typhoons-cyclones.html

Hurricanes, typhoons and cyclones: Earth's
tropical windstorms

By Tiffany Means published October 1, 2020

These whirling windstorms are one of Mother Nature's most
destructive natural disasters.


https://www.livescience.com/22177-hurricanes-typhoons-cyclones.html

Worldly windstorms

Tropical cyclones form in most of the world's tropical oceans, but always at least
300 miles (480 kilometers) north or south of the equator. Any closer to the
equator than this, and the inertial force that causes storms to spin to the right in
the Northern Hemisphere and to the left in the Southern Hemisphere, called the
coriolis force, won't cause the storm system to spin.






e Warm ocean waters of at least 80 degrees Fahrenheit (27 Celsius) extending
from the sea surface to a depth of 150 feet (46 meters) underwater.

¢ A moist and unstable atmosphere. In other words, an atmosphere with high
humidity at upper levels and one in which air has a tendency to rise.

¢ A pre-existing disturbance near surface levels, such as a complex of
thunderstorms, which meteorologists call tropical easterly waves.

¢ Sufficient distance (at least 300 miles, or 480 km) from the equator.

e Little to no wind shear, meaning wind speed and direction varies little between
the surface and the troposphere, the lowest level of Earth's atmosphere, which
stretches tens of thousands of feet above the surface.

When a storm forms under these minimum criteria, it is deemed a tropical
cyclone, or more specifically, a tropical disturbance. At this initial stage, the
disturbance is essentially a cluster of marine clouds and thunderstorms, but if
ocean temperatures remain sufficiently balmy, the disturbance will continue to
strengthen. And as the system becomes slightly more organized it may start to
circulate. When the storm system's winds begin to circulate around a well-
defined center, but its maximum sustained wind speeds have not exceeded 38
mph (61 km/h), the storm becomes categorized as a "tropical depression.” It's at
this stage that the storm earns a name.

Once maximum sustained winds reach between 39 and 73 mph (63 to 117
km/h), the cyclone is classified as a "tropical storm.” And when a storm’s
sustained winds reach 74 mph (119 km/h) or greater, the cyclone is classified as
a hurricane — or typhoon if it's in the North Pacific, and cyclone if in the South
Pacific.


















15. Assignment 2, Module 3: Hurricane Structure:
https://www.hurricanescience.org/science/science/hurricanestructure/



https://www.hurricanescience.org/science/science/hurricanestructure/
https://www.hurricanescience.org/science/science/hurricanestructure/



















16. Assignment 2, Module 3: Tropical Cyclone Structure:
https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction/tropical-cyclone-
structure



https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction/tropical-cyclone-structure
https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction/tropical-cyclone-structure










17. Assignment 2, Module 3: How Hurricanes Form: https://scied.ucar.edu/image/how-
hurricanes-form



https://scied.ucar.edu/image/how-hurricanes-form
https://scied.ucar.edu/image/how-hurricanes-form

19. Assignment 2, Module 4: State of FL Loss Projection Model:
https://www.aoml.noaa.gov/hrd/Powell/JWEIA_8_28.pdf


https://www.aoml.noaa.gov/hrd/Powell/JWEIA_8_28.pdf
https://www.aoml.noaa.gov/hrd/Powell/JWEIA_8_28.pdf

results. The State of Florida is developing a public model to provide an understandable baseline
for comparison to the commercial models. The model will be open and transparent, in which
results can be examined in great detail. This paper will describe the atmospheric component of
the model.

2. Threat area

To focus on storms capable of causing residential property damage in Florida, a threat area is
defined to best capture the statistical characteristics of historical tropical cyclones that have
affected the state. The area within 1000 km of a location (26.0 N, 82.0W) off the southwest
coast of Florida (Fig. 1) was chosen since this captures storms that can affect the panhandle and
northeast coasts of Florida, as well as storms that approach South Florida from the vicinity of
Cuba and the Bahamas.

3. Annual occurrence and storm genesis

The model has the capability of simulating climate cycles and tropical cyclone activity according
to different periods of the historical record (Ref[2]). The period 1851-2002 is the latest available
but the period 1900-2002 is frequently used due to uncertainties about 19th century storms,
especially for Florida. There are also uncertainties about the first half of the 20th century since
aircraft reconnaissance only began in the 1940's so another choice in the period of record is the
period 1944-2002. Four additional choices are available which simulate the warm (El Nino, fewer
hurricanes) and neutral or cold (La Nina, more hurricanes) inter annual climate cycles in tropical
cyelone activity, as well as the cold or warm phases of the Multi-decadal climate cycles. These
choices constrain the historical record from which the fit of annual tropical cyclone occurrence is
made. Two fits are tested, the negative binomial and the Poisson model. Goodness of fit tests
determine which fit is used for the subsequent simulations. Once the number of tropical cyclones
within the threat area for a given year is determined, the historical seasonal genesis frequency is
empirically fit to determine the date and time of genesis for each storm.

4. Storm movement and intensity

The threat area is divided which into regions which contain the historical and seasonal
characteristics of storm motion and intensity change. Initial location, intensity, and motion for
each storm are based on the geographic probability distributions of each quantity for a given
time within the season. We use a siochasiic approach to model the storm genesis location and
track and intensity evolution. A PDF for the initial storm position is derived from the historical
"oenesis” data, where by genesis we mean the time when the storm forms in or first appears in
the threat area. The PDF is a derived for 0.5 degree latitude/longitude box regions, as well as time
of season (month). A (uniform) random error term is added so that the storm may form anywhere
within the 0.5 degree box. Figure 2 shows a plot of the spatial PDF for storm genesis location for
the month of August.



We derive discrete PDFs based on historical data to provide the initial and subsequent motion
and intensity of the storm. A storm is simulated by repeatedly sampling from these PDFs via a
Monte Carlo approach. These PDFs are derived for variable-sized regions centered at every 0.5
degree latitude and longitude in the hurricane basin. The size of these regions is determined to be
that which gives a robust probability density function (PDF) for the quantities of interest (speed,
direction, and intensity), up to some maximum size. Once the storm has been given an initial
condition, its subsequent evolution is governed by sampling the PDFs for change in intensity,
change in translation speed, and change in heading angle in 6 hour increments. The time step is
reduced to 1 hour when the storm is close to the coastline.

Intensity change is modeled by using the observed geographic probability distribution of six-
hour changes of central pressure through modeling the potential intensity (Ref [3]). The
potential intensity takes into account the concept of the hurricane as a heat engine constrained by
the input (sea surface) and outflow (stratosphere) temperatures. Intensity change is limited so as
to not exceed the maximum observed change for a particular geographic region. When a storm
center crosses the coastline (landfall) the intensity change follows a pressure decay model
(discussed below). If the storm moves back over the sea, the former intensity change model is
reinstated.

The PDFs for change in speed and direction depend on the current speed and direction (binned in
discrete intervals), as well as geographic location (0.5 degree lat-lon location) and time of season
{month). Figure 3 shows a PDF for change in direction for 8 possible direction intervals (45
degree intervals). The PDF indicates that the storm has a high probability for maintaining current
direction, except for westward traveling storms which tend to turn right (northward) somewhat.

This approach has a great advantage over early models that considered a circular approach
region surrounding coastal cities. Storms that parallel the coast or make several landfalls can be
properly simulated with this method.

5. Storm decay

The tropical ocean is typically warmer than the air above it, enabling a transfer of heat and
moisture to the air. Inflow towards the center of the tropical cyclone transports this energy
toward the evewall, where it can help sustain convection, leading to a positive feedback of
warming in the eve, lower minimum central pressure, stronger inflow, and more energy transport
(Ref [4], [5]). Ower the ocean this positive feedback loop may be slowed or reversed by ocean
cooling, advection of relatively cold dry air with a history of travel over land, or strong wind
shear that prevents the storm center from focusing heating in the eye (Refs. [6], [7]). As a
hurricane make landfall, more and more of the circulation traverses land, and the storm loses it's
source of energy (Ref. [8]). More and more dry and relatively cool air flows towards the center,
and the air cools even more as it expands adiabatically while approaching lower pressures (Ref.
[9]). The result is that the eye heating gradually decreases and the central pressure begins to
increase or “fill™.



Since the wind model depends on the specification of the pressure gradient, a method was needed
to estimate the central pressure over land. The central pressure is modeled using the filling
model of Vickery and Twisdale [10].

The HURDAT database and Ho et al. [11] contains documentation of storm decay and pressure
filling for many hurricane landfall cases in the historical record. As a starting point for a simple
decay model we will use the exponential decay as a function of time after landfall. Vickery and
Twisdale [10] developed and tested a model for the Florida peninsula based on nine landfalling
hurricanes and found the model to be slightly conservative within 3 h of landfall and slightly non
conservative beyond 3 h afier landfall. The form of the model is:

(p(r) = [p-exp([Jar) (1)
where [Jp(t) is the time dependent central pressure deficit and t represents the time afier landfall.
The filling rate constant is given as:

a=de+alfps+[j (2)
where [Jis a random error term with a normal distribution. The dependence of the filling rate
constant on [Jp allows stronger storms to decay faster than weak storms; a characteristic
observed in hurricane landfalls (Ref. [12]). The random error term allows for the possibility that
some storms will decay slower or faster than average. For the Florida peninsula Vickery and
Twisdale ( 1995) use ag=0.006, a;= 0.00046, and the standard deviation of []= 0.0025.

The Kaplan and DeMaria [13] model is also pertinent but it deals with wind decay rather
than pressure decay and there is no well established method to convert inland-decayed peak
winds to central pressure, The advantage of the filling model is that it provides a starting point
to invoke an intensity redevelopment for storms that exit the coastline and reintensify over
water. When a storm reemerges over water, the intensity is modeled along the track the same
way it was before landfall using the decayed pressure as an initial value.

6. Wind field model

Onee a simulated hurricane moves to within 200 km of the Florida coastline, the wind
field model is turned on. The model is based on the slab boundary layer concept originally
conceived by Ooyama [14] and implemented by Shapiro [15]. Similar models based on this
concept have been developed by Thompson and Cardone [16] and Vickery et al. [16, 17]. As in
Ref. [15] the model is initialized by a vortex in gradient balance with the pressure above the
boundary layer. Gradient balance represents a circular flow caused by balance of forces on the
flow whereby the inward directed pressure gradient force is balanced by an outward directed
Coriolis and centripetal accelerations. The coordinate sysiem translates with the hurricane voriex
moving ai velocity e. The vortex translation is assumed to equal the geostrophic flow associated
with the large scale pressure gradient. As a possible future enhancement the large scale flow in
which the vortex is embedded may be treated independently of the vortex motion as in Ref. [16].
In cylindrical coordinates that translate with the moving vortex, equations for a slab hurricane
boundary layer under a prescribed pressure gradient (Ref. [15]} are:



o v ﬂu 2 aul dv
—I:l Uﬁ ag o Dkﬁ] |:| |:|—— +F(c.u)=0=— (3)

dar

;%+EH+}'“+££DK§] |:|—+ 2 aaa-} F(c.v) ﬂ-— (4)

where u and v are the respective radial and tangential wind components relative to the moving
storm, p is pressure which varies with radius (r), { is the Coriolis parameter which varies with
latitude, [ is the azimuthal coordinate, K is the eddy diffusion coefficient, and Flc,u), Fle,v) are
frictional drag terms (discussed below). All terms are assumed to be representative of means
through the boundary layer. The motion of the vortex is determined by the modeled storm track,

MNote that equations (3) and (4) represent a steady state solution. In order to solve the equations
they must be integrated until the steady state assumption is satisfied either through time
integration (e.g. Ref [16]) or numerical method (see model integration section below and
appendix). More sophisticated multiple level models (e. g. Kurihara et al, [19]) include
equations describing the thermodynamic processes including convection, cloud and precipitation
microphysics, evaporation of sea spray, exchange of heat and moisture with the sea, etc. These
processes interact to change the pressure and wind fields over time, but the computational
requirements of such models make them poorly suited for risk assessment. An advantage of our
approach is that the solution to (3) and (4) is straightforward and we do not have the
compuiationally costly requirement to run the model to “steady state™ each time we desire a
solution. A limitation of our model (and all other Hurricane risk models) is the lack of physical
representation of processes that may also contribute to the wind field of a tropical cyelone.

6.1 Surfuce pressure field

The symmetric pressure field p(r) is specified as:

plr)=p.+ EIP«ERTWEE (5)

where pg is the central minimum sea level pressure, £ is the Holland [20] pressure profile shape

parameter, Rmax is the radius of maximum gradient wind speed, and [p is the pressure deficit or
difference between pg and the peripheral pressure at the location of the outermost curved

pressure contour on a surface synoptic weather map. The central pressure is modeled according
to the intensity modeling in concert with the storm track. The peripheral pressure is held
constant at 1013 kPa in accordance with the mean global atmospheric surface pressure.

The mean tangential gradient wind is determined primarily by (5). In the development of the









6.5 Model integration

The Hurricane wind field model includes a fully two dimensional, time-independent,
numerical integration of the tangential and radial momentum equations for the mean boundary
layer wind components (see Appendix for a complete description). The actual integration
procedure is an iterative one, which makes use of a polar coordinate integration grid (Fig. 4)
centered on the moving storm. The nested circles are separated from their inscribed and
circumscribed neighbors by a radial separation of Ripay/10, where Ry 15 the prescribed radius

of maximum winds.

The integration proceeds in two separate but interlocking steps: The "ring” integration
treats each concentric ring of grid points as if the radial derivatives in the momentum equations
for the tangential and radial wind components are precisely known. Hence, the "ring" equations
determine the tangential and radial wind components at each grid point on one of the concentric
rings by solving two nonlinear coupled ordinary differential equations in the azimuthal wvariable
with periodic boundary conditions. This integration is performed on each one of the concentric
rings covering the domain of integration out to a distance of 20 Ryygx. The "spoke” integration

treats each radial spoke of grid points as if the azimuthal derivatives are precisely known.
Therefore, the "spoke” equations determine the tangential and radial wind components at each
orid point on one of the "spokes" emanating outward from the origin by solving two coupled
nonlinear ordinary differential equations in the radial variable measured in units of the RMW.

Since the "ring" process needs radial derivatives and the "spoke" process requires
azimuthal derivatives, both of these processes can be started simultaneously by computing the
requisite radial derivatives from an initial approximate wind field, which is computed for a
stationary storm, and setting the azimuthal derivatives to zero. The asymmetry in the final wind
field arises primarily from the fact that the friction terms are both proportional to the term:

|W|'r'r" Olcle -|V +:.:K'r'-'+(")|:||t:|c: (12)

where W is the earth-relative total vector wind, V is the storm-relative total vector wind and ¢ is
the constant translational velocity. Thus, the asymmetry in the final result arises explicitly
through the dependence on ¢ as well as implicitly through induced asymmetry in V. At the
outset of the iteration, V has no azimuthal dependence since it was computed for a stationary
storm. Hence the resulis of the first iteration vield "ring” and "spoke” wind fields (Fig. 3)
which exhibit asymmetry solely due to the explicit dependence of the friction terms on the
translation velocity.  The friction terms computed from the initial wind field are used to
provide the "given" terms in both the "ring" and spoke" equations which, separately, upon
integration, furnish an improved version of the complete vector wind field, which is asymmeiric.
An optimum linear combination of the "ring” and "spoke" wind fields is then determined to



minimize the residuals of the complete set of fully two dimensional momentum equations. This
optimum mixture of the "ring" and "spoke" wind fields, which is asymmeitric, replaces the initial
storm-relative wind field and the integration cycle can be repeated as often as needed.  Afier a
few iterations, the process converges such that there is very little difference between the "ring"
and "spoke" wind fields or successive instances of the optimized composite wind field. The
latest instance of the composite wind field (Fig. 6) is the model solution for the wind
components in the translating coordinate system. A simple coordinate transformation then
produces the earth-relative wind field based on the known translation welocity. Our
methodology  directly determines a "steady state" wind field describing a uniformly translating
cyclone moving over a uniform surface with given frictional characteristics.

6.6 Asymmetries in the wind field

The solution of (3) and (4) exhibits a shift of the radius of maximum winds toward the center
when compared with the gradient wind profile. The tangential winds are also super gradient due
to the advection inward of angular momentum due to the radial flow induced by the frictional
convergence. Besides vortex translation motion, radial advection of tangential momentum, and
differential friction, other factors affecting the asymmetric distribution of winds in a tropical
cyclone include wind shear, synoptic scale weather features, rainband convection, concentric
evewall cycles, and tertiary circulations associated organized linear flow features and turbulent
eddies. In the simple model described here, only the motion and differential friction influences
are taken into account. The remaining features are difficult to model but play an important role in
determining the azimuthal location of the peak wind. A future version of the model will attempt
to include the effects of wind shear.

6.7 Marine surface layver

Once the mean PBL motion field is determined, the surface wind is estimated through surface
layer modeling. A neutral stability surface layer is assumed to exist. Monin-Obukov heights
provide an estimate of the importance of shear or mechanically produced turbulence to
buoyancy-produced turbulence. The large values of Monin-Obukov heights computed in tropical
cyclones by Moss and Rosenthal [25] and Powell [26] are consistent with shear induced
turbulence associated with neutral, well-mixed surface layers. In these conditions we can specify
the surface stress and friction velocity in terms of a drag coefficient, and use the well known log
profile to describe the variation of wind speed with height. The mean boundary layer (MBL)
depth is assumed to be 500 m, and the MBL wind speed is assumed to apply to the midpoint of
this layer or 250m. A log profile for neutral stability 15 assumed to apply from the surface (10
m) to 250 m. Recent research on marine boundary layer wind profiles in tropical cyeclones (Ref.
[23]) support this assumption. The mean surface wind for marine exposure is assumed to be
78% of the slab boundary layer wind, in accordance with recent results from over 300 boundary
layer wind profiles observed in tropical cyclones (Ref. [23]). The height and exposure of the
model surface wind is 10 m and "open” in accordance with standard ASTM 199 and is
assumed to represent a mean over a 3600 s time period. A gust factor (Ref. [27]) is used to



convert the mean wind to a maximum sustained one min wind as required by the State of Florida
Commission on Hurricane Loss Projection, and to a peak 3s gust as required for the engineering
component damage calculations. An example of the model wind field for Hurricane Andrew
compared to a published observation-based wind field (Ref. [6]) is shown in Fig. 6.

Considering the wind shears present in tropical cyclones and the lack of cold sea surface
temperatures in the vicinity of the Florida coastling, the neutral boundary layer assumption is
justified. The marine roughness is modeled using the Large and Pond [24] drag coefficient to
compute friction velocity given the mean surface wind speed, and then solving the neutral
stability log law for for Zo. The Ref. [24] expression for drag coefficient was found to compare
well with open ocean measurements in hurricanes for wind speeds up to hurricane force. For
higher wind speeds, recent hurricane measurements (Ref. 23) suggest that the drag coefTicient and
roughness decrease with wind speed over the open ocean. However, since the use of the
hurricane model for loss projection will apply to the landfall of the tropical cyclone where
conditions are very different than those over the open ocean. Anetil and Donelan [28] suggest
that shoaling conditions in the shallow water adjacent to the coastline cause increased roughness
and drag coefficient. The Large and Pond expression dependence on wind speed estimates larger
values that we assume are relevant to shoaling conditions. Sufficient measurements to improve
the modeling of drag and roughness near the coast will not be available for several more years.

7. Land friction influences

To standardize observations for a common terrain (Ref. [27]), the mean surface wind for
marine conditions is converted to “open terrain™ conditions over land using the expression given
in Simiu and Scanlan [29]. For each 10 min segment of storm motion, the open terrain exposure
surface wind speed and direction is determined for all population-weighted zip code centroid
locations within 200 km of the storm center. The open terrain wind at each zip code centroid is
corrected to the observed terrain using a feich-dependent virtual roughness for that particular
direction and zip code. The virtual roughness takes into account the flow over upsiream changes
in roughness and assumes that intemal boundary layer development prevents the flow from
reaching complete equilibrium with its surroundings (Refs. [27, 30]). The flow is most influenced
by the roughness of the terrain 3 km upstream of the zip code centroid, but the flow is still
influenced by terrain further upstream. The approach we use is based on the Source Area Model
(SAM) described in Schmidt and Oke [31]. SAM takes into account turbulence created by
patchy terrain and determines the relative importance of the turbulence source area to a
downstream wind sensor located at the zip code centroid. This approach is an improvement over
current models that consider zip code roughness constant for all wind directions. Our method is
especially advantageous for coastal zip code locations since flow with an upstream feich over the
sea can be significantly stronger than flow over a constant land roughness. The geographic
distribution of roughness (Fig. 7) is associated with a classification of the land use / land cover in
a particular region according to LANDSAT imagery used to develop the National Multi-
Resolution Land Cover database (Ref. [32]). Determination of the roughness for each LU/LC
classification was developed by the National Institute for Building Sciences for FEMA's multi



hazard damage mitigation model (HAZLIS).

The maximum sustained 1 min surface wind and peak 3 s gust are computed by applying a gusi
factor (Ref. [27]) to the the mean surface wind, At the end of a simulation, time series of wind
speed and direction exist for all zip codes in Florida for which hurricanes (or hurricanes that have
decayed to a weaker status) have passed within 200 km. Landfalling tropical storms and
hurricanes that have decayed post-landfall to a tropical storm with maximum winds of <18 m/s
are are not considered. The great advantage of our approach over other models is that the full
time series of the wind are retained at high resolution. Retaining this information makes possible
the determination of additional damage-relevant parameters such as duration of winds exceeding
hurricane force and wind steadiness. Powell et al [33] showed that damage to the building
envelope was associated with small values of wind direction steadiness and large values of
duration. These parameters capture the physical torque effects of thousands of gust-lull cycles
as well as the fact that, given the susceptibility of residential buildings to damage at roof corners
and gables, the more the wind direction changes during a strong wind event, the greater the chance
that a given wind direction will oceur for which a structure is susceptible.

8. Conclusions

In order to achieve stable results, a very large simulation of ~100,000 years of activity is
prescribed. 1t is expected that the model would be run once per year to take advantage of the
latest historical data to assess average annual loss to residential properties due hurricane wind
damage. The primary user will be the Department of Financial Services and homeowners in the
state of Florida, although there are many other research uses for the model and it is expected that
the model will undergo periodic enhancements to attempt to keep up with the state of the art.
The model will reside at Florida International University’s International Hurricane Research
Center in Miami. Complete documentation of the model algorithms and code will be available for
public examination. Given that there may be one Florida hurricane landfall per year, this large
number of storms will be contained in our database. Each storm may effect as many as 40 zip
codes so it is expected that the database could contain several million time series instances, as
well as track, intensity, and landfall wind field information on each storm. The database could
then be queried for details on simulated storms and probability distributions relevant to a given
zip code or county in Florida. The model is scheduled for submission in 2004 to the State of
Florida Commission on Hurricane Wind Loss Projection (Ref. [34]).
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2.2.3 CeENTRAL PRESSURE (CHAPTER 8)

Central pressure (po) is simply the lowest sea-level pressure at the
hurricane center. TFigures 2,1 and 2.2, respectively, show the adopted

coastal wvariation of P, for the SPH and for the PMH.

In general, po increases with latitude for both the SPH and the PMH.
Coastal orientation relative to possible hurricane tracks results in the

sharp rise in P, between the southern New England coast and the Boston area.

Figure 2.3 shows Ap or P, = P, for the SPH and the PMH. It compares the
relative magnitude of the most important parameter used in computing

hurricane wind speeds.
2.2.4 RADIUS OF MAXIMUM WINDS (CHAPTER 9)

The 1adius of maximum winds (R) is the radial distance from the hurricane
center to the. band of strongest winds within the hurricane wall cloud, just
outside the hurricane eye. Figures 2.4 and 2.5 show the adopted coastal
variation of the permissible range in R for the SPH and the PMH, respec-

tively.

R generally increases with latitude for both the SPH and th:s PMH. R is
also somewhat dependent on P,- The PMH is envisioned as a fully developed,
tightly wound hurricane whose R for any particular coastal point is less

than the R of the SPH at that location.
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2.2.5 FORWARD SPEED (CHAPTER 10)

Forward speed (T) refers to the rate of tramslation of the hurricane
center from one geographical point to another. It is one component of the
wind field of a moving storm aﬁd results in higher winds on the right side
of the storm and lower on the left. Figure 2.6 shows the adopted coastal
variation of the permissible range in T for the SPH and figure 2.7 shows

this wariation for the PMH.

Available data indicate that the upper limit of T for severe storms
should be held constant with latitude to about milepost 1800. Similarly,
the lower limit is constant for the PMH except for the northeastern Gulf,
where the PMH is defined as a recurving, faster-moving hurricane. The lower
limit for the SPH is constant to Cape Hatteras. North of Cape Hatteras, the
lower and upper limits of both the PMH and SPH increase with latitude,
although the increase is only slight north of Cape Cod. The range of
PMH forward speeds is less than that for the SPH. Very slow speads weaken a
hurricane (see chapters 10 and 16), Very fast speeds result in a very
asymmetrical wind field which is considered more possible with an SPH than
a PMH.

2.2.8 Track DIRECTION (CHAPTER 11)

The track direction (8), or the path of forward movement along which the
hurricane is coming (measured clockwise from north), is considered to be
noninstantaneous in this report, i.e., the 5PH and the PMH are not allowed
to change course during the last several hours before striking the coast.
Figures 2.8 and 2.9 show the permissible range of & for the SPH and the
PMH, respectively. Limiting 6's are based on possible directions over the
open ocean, further constrained by sea-surface temperatures and other
meteorological features. The permissible range is also a function of
forward speed (T). As the angle between the coastal orientation and f
decreases, the slower hurricane weakens more than the faster-moving hurri-
cane. Table 2.1 gives the T, by category, required for using figures 2.8
and 2.9.
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Table 2.1.--Relation between forward speed (T) and track divection (8)

a. For the PMH
Speed category Forward speeds (T)
A 6 kt < T < 10 kt
(11 km/hr < T < 19 km/hr)
B 10 kt < T < 36 kt
(19 km/hr < T < 67 km/hr)
[ T > 36 kt
(T > 67 km/hr)
b. For the:SPH

Speed category

A

Forward speeds (T)

4 kt
{7 km/hr

10 Lkt
(1% km/hr

<
=

<

N

10 kt
19 km/hr)

36 kt
67 km/hr)

36 kt
67 km/hr)




5. METEOROLOGICAL AND OTHER PARAMETERS
ANMD THEIR IMTERRELATIONS
5.1 INTRODUCTION

This chapter focuses on the interrelations of parameters which influence
the strength and regional wariation of hgrricane wiu@_fields. This is
preceded by brief definitions of the meteorological parameters used in this
study: peripheral pressure (pw), central pfeééﬁfém{ﬁ;f:_fadius of maximum
winds (R), forward speed (T), track direction (8), and wind inflow angle (3}.

Two other parameters, latitude () and longitwde (L), were also considered.

To what extent parameters important to extreme hurricane wind fields are
interrelated is of interest from two standpoints. One is from a broad
aspect, in that a detailed study should show interrelations, even though
they may not be sufficient teo use in the SPH/PMH criteria. The other is to
make use in this study of clear-cut relations shown in the tropical cyclone

data.

5.2 DEFINITIOM OF METEOROLOGICAL PARAMETERS

Peripheral pressure (pw} - the sea-level pressure at the outer limits of
the hurricane circulation. P, in this study is the average pressure for
the first anticyclonically turning isobar outward from the storm center.
We averaged the pressure morth, east, south, and west of the hurricane

centaer.

Central pressure {pJ- the lowest sea-level pressure in a hurricane.

Radius of maximum winds (R) - the radial distance from the hurricane

center to the band of strongest winds within the hurricane wall cloud.

Forward speed (T) - the rate of translation of the hurricane center from

one geographical point to another.

Track direction (8) - the path of forward movement along which the hurri-

cane is coming measured in degrees clockwise from the north.

Wind inflow angle (¢) — the angle between true wind direction and a

tangent to & circle concentric with the hurricane center.



5.3 INTERRELATIONS BETWEEN PAIRS OF FARAMETERS

Interrelations between pairs of parameters were examined using linear
correlation analyses. In most cases, these relations are curvilinear. How-
ever, from plots of the data we determined that these curvilinear relations
closely approximated linear relations. Differences between curvilinear and
linear relations are least for more intense cyclones, our primary area of
interest. In addition, statistical relations between pairs of parameters
cannot be used to estimate SPH and PMH wind fields directly (we would be
extrapolating beyond the data). Also, more than two parameters are involved
in the development of wind fields. The developed linear relations and

graphical plots were considered adequate for gemeral guidance.

Interrelations with P, and ¢ were not considered. Py varies slowly with
time. ¢ (a function of the other parameters) is difficult to measure with

any precision.

5.3.1 7ERO-0ORDER LINEAR CORRELATION COEFFICIEMTS

-

Linear correlation studies are based upon the assumption that the distribu-
tion of values (x, y) is a two—variable normal distribution. If the assump-
tion of normality is satisfied, it is possible to use the ohbserved value of
the sample zero-order linear correlation coefficient (r) to test for
independence. If the two wvariables are independent, regression curves take
the form of horizontal or vertical straight lines. This implies that the
population correlation coefficient (p) i=s equal to zerc. If r (which is an.
egtimate of p ) is near zero, we shall say that we do not have sufficient
reason to doubt the independence between x and v. However, if r is far from
zero as determined by tests of significance, we shall reject the hypothesis
that the two variables are independent (Dixon and Hhégey, Jr. 1957). Inde-=
pendence signifies that there is no relation between the wariables, meaning
that any conclusions drawn regarding one parameter in this report do not

necessarily affect another parameter.



Tahle 5.1 summarizes the r's and standard errors of estimate (s .x)*
between pairs of the five parameters {pa, R, T, & and §, A) for tropical
cyclone data from each of three regions (east coast, gulf coast, and western
Horth Pacific) and for three combinations of these regions (east and gulf
coast, east coast and western North Pacifiec, and east and gulf coast and
Western North Pacific). A storm is included for each region only when
values were available for all parameters. Thus, some storms were not used,
e.2., the gulf coast storm of September 20, 1909 for which R could not be
determined; (see table 4.1)}. The table also indicates if the r is signi-
ficant at the 1% or 5% level. The 5% lewvel gives the values that would
occur on the average once in 20 times in random sampling from uncorrelated

material. The 1 % level is a more severe test.

Four of the r's between the pairs of parameters shown in table 5.1 are
*0.50. (The table shows eight but half of these are mirror images of the
other half.) These four are significant at the 1% level. All have latitude
as one of the pair. The highest r (0.68) is T for east coast hurricanes.
The next highest {0.52) is the 8 for typhoons and with R for east coast
hurricanes. The last (0.51) is with R for the combined set of east coast
hurricanes and typhoons. These interrelations are guidance for establishing
SPH and PMH criteria along the east coast (see chapters 9 to 11).

5.3.2 PLoTs oF DaATA

Trend lines are drawn on all seven figures discussed in this subsection.
These lines are drawn through the data by eye and are shown for illustrative
purposes. The linear regression lines are not shown because most of the
interrelations shown in the seven figures are somewhat curvilinear. r and

BY_xT from table 5.1 are indicated in figures 5.1 to 5.7 for convenience.

*For both r and Sy x We are assuming in a gross sense that all relations are

linear. For a loose definition of By_x see sectiom 5.4.

fHere again we are assuming in a gross sense that all relations are linmear.
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rcentral pressure

radius of maximum winds

track direction

fnrwarﬁ apeed

latitude (east coast hurricanes and typhoons)
longitude {gulf coast hurricanes)

linear correlation coefficient

meltiple correlation coefficient

reduction of variance (square of the multiple
correlation coefficient)

gtandard error of estimate

r, t' is significant at the 5 ¥ level [*
r, r' is significant at the 1 ¥ level */*
r, r' is neither significant at the 1% nor
b & levels /

sample size

versus

not applicable



Table 5.1.--Linear corrvelation coefficients between pairs of meteorological and other parameters.

Independentc
ariable R & T Wy A
() %o
endent r ] T T £ 2 T 8 4 T B, T T s r
wganabl.e yrx sig R sig TR s TR sig yrx sig
{v)
EAST COAST HURRICANES N = 48
P, in. (kPa) | - - - .39 AL T} *% 02 L53(1.8) P s U] 5301.8) /[ .27 +51{1.8)) [
E nimi. (km) +39 | 12.2022.6)| */* | - - - |.30| 12.6(23.4) f& | .32 |12.5(23.2) /| .52 11.3(20.9)) */*
B deg. .02 | 55.3 ! 30 52.9 % - - - 235 |51.8 {35 51.9 I*
1
T ke (km/hr) -.10 | %.2(17.0)| ¢ .32 8.7(16.1)| /% .35 8.6(15.9) i - - - | .68 B.T(LZ.4) | wf*
¥ deg. | L2T ) 5.4 / .52 4.4 wfw 35| 5.3 S e | 4 LTE I - -
GuLF CoasT HuRRIcAanES N = 87
B, in. (kPa) r - - - .3 S| e Lae | Ls3e) | 09 | .53y / |-.02 56(1.8)|
R n.mi. (k) LA easns.e | e | - - - 8| a6 |/ .15 | B.7(16.0)| J [-.06 8.8(16.3)| /
8 deg. W14 (50,2 ! 19 49,8 fo- - - .02 |50.7 {|-.32 48.0 f
T ktlkem/hr) | .08 | 4.6(B.5) | / .15 4.648.5) | /| .02 4.6(B.5) ! = | = = | .02 4.6(8.5) | /
L deg. -.02 | 6.1 /|08 6.1 fb.32| 5.8 ! .02 | 6.1 ilo- - -
N WESTERN NORTH PACIF1c TYPHOONS N = 178
P, in. (kPa) - - - .20 RITFRESIETE INT LBR(2.3) il -.07 69(2.3 [ | .18 GB(2.3) |
2 n.mi. (km) L20 | B.2(15.2)| /% - - =1.22| 8.1{(15.0) & -.02 |15.4{8.3) | J | .26 £.0(14.8) | =/
8 deg. 18 | 64,5 fe | .22 | 44l i - - - 0 WA i -52 w
T ket (ka/he) =07 | 5.009.3) | / |-.02 5.009.3) | S+ 0 ET / - - - | .0 5.009.%) -
¥ deg. L8 | 6.k J f* | .26 6.3 WM 52| 5.5 wfx .10 | 6.5 il - - -
|
Tahle &5.1.--Linear corrvelation coefficients between paiva of meteorclogical and other parameters,
continued.
Independent
ariable
L P R a T ¥y A
IR o
Dependent |— r Ed r r s T t = r T a r | s T
Uai(‘:?ble ¥-x sig ¥.x sig ¥ox sig Y= sig VX atp
EasT aAMD GULF COAST HURRICAMES N = 116
», in. (kPa} - - - 34 SSO{LLTY /% |09 L53(1.8y |/ |-.02 L53(1.8))
B on.mi. (k=) L34 | 10.6(19.6) wfw - - - .13 11.0020.48 | /% | .32 | 10.7(19.8) &%
& deg. .09 | 52.5 f .23 | 51.3 | = - - ] 51.6 I
T kt (km'hr) -0 T.3(13.5) ! W32 b, 9(12.8) | */* |.2|J ToL(13.2) | S* = - -
ErsT COAST HURRICANES AND WESTERN MNORTH PACIFIC TYPHDOWS N = 227
| B, in. (kPa) - - - .26 SBA (2. 2)| RS 116 LG6(2.D) 0 |-.00 66(2.2)| f [.22] .65(2.2) m/*
R m.mi. (km) W26 | 10.7{19.8} blAd - - - .30 10,5019, 5 /% | .27 10.6¢19.6)| #/* 51| 9.5(17.6)| #/%
6 deg. 16 |47.9 i* .30 | 46.2 wfw | - - - .19 47.6 ®i% |50 42,1 *fa
T okt (kmfhr) -.03 | 6.8(12.2) ! W27 | BL3(LLLTY | RS |19 G4 (11, 0)[w/n - - - |o39] 6.0010.1)) *f*
¥ deg. 22 | T sk W51 | .6 wfix |50 6.6 wfw |39 7.1 ajw | - - -
i EAST AMD GULFE COAST HURRICAMES AMD WESTERM MORTH PACIFIC TYPHOOWS N = 284
P, in. (kPa) - - - .28 LBL(2Z. 1Y Wi |17 B3I DEF - 02 642,20 [
B n.mi. (im) B8 |10.3(19.1) win - - - |.30 10.3(19.D[*/* | .24 10.4(19.3) |*J*
8 deg. .17 |49.0 ik .30 | 47.4 it | - - - J15 | ée.1 /%
T kt (kmfhr) -.02 | 6.2{11.5) i 24 6.0(L1.1) #f* | .15 6. 0(1L. 3 fx | - - -




Table 5.8.--Multiple correlation coefficients involving meteovologieal and
other parameteret

r r'sig r'? Syex

EAST COAST HURRICANES N = 49

P, Vs R .39 # % .15 0.49 din. (1.7 kPa)
p, vs. R, T 45 # % .20 0.48 in. (1.6 kPa)
P, VS« R, T, .54 &% .30 0.45 in. (1.3 kPa)
R vs., .52 % % .27 11.3 n.mi, (20.4 km)
R vs. ¥, p .58 #* [ .33 10.8 n.mi. (20.0 km)
B vs., T .35 Ik W12 51.8°

T vs. I Nt % [ A6 6.8 kt (12.5 km/hr)
T vs. ¥, P, 74 *f% .55 6.2 kt (11.5 km/hr)
Yovs. T .68 * [k 46 4.1°

W vs. T, p .76 % [ .58 3.6°

WESTERN MNORTH PACIFIC TYPHOONS N = 178

p, vs- R .20 ® & .04 0.68 in. (2.3 kPa)
P, Vs- R, 8 24 &% .06 0.67 in. (2.3 kPa)
B ws. W 26 * .07 8.0 n.mi. (1%.9 km)
R wvs. U, P, .30 k% .09 7.9 n.mi. (14.7 km)
g vs. U .52 * % .27 33.5°

T vs. .10 / .01 5.0 kt (9.3 km/hr)
T vs. U, p, .13 / .02 5.0 kt (9.3 km/hr)
P vs. 8 .52 * % .27 5.6°

tOnly ordinary zero-order correlation coefficients are listed where addi-
tional combinations of parameters did not yield significant increases in r',




5.3.2.1

a composite plot of Po and R data for all hurricanes (tables 4.1-4.4) and

INTERRELATIONS WITH CENTRAL PRESSURE [F‘D}. Figure 5.1 is

typhoons (tables 4.5-4.6). The three data regions (east coast, gulf coast
and western North Pacific) are distinguished by different plotting symhols.
The conclusion from this plot is that R tends to be smaller and has a smaller
range for lower P, This conclusion is supported by Myers (1954}, Colon
{1963), Sheets (1967), Shea and Gray (1972) and others.

the typhoon sample has nearly all R's <31 n.mi. (58 km) whereas quite a few

We also observe that

hurricanes have B > 31 n.mi. Part of this may be explained by the hurricane
sample extending into more neortherly latitudes, where R's are generally

larger, than the typhoon sample selected (see sec. 5.3.2.2).

A plot of P, V8 8 for all three regions (fipg. 5.2) indicates that for the

Figure 5.1.--Central pressure (p,) ve. Figure 5.2.--Central pressure fpoj V8.
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more extreme tropical cyclones [<27.46 in. (93.0 kPa)] the range of 0§ is more
restricted than it is for weaker storms. This indication supports restric-

tions on the entry direction of extreme storms at the coast.

Investigation of the interrelation between pIu and T (fig. 5.3) shows that
storms with lower p, move at slower speeds. Higher T's occur outside of
tropical latitudes. Along the gulf coast, the most extreme storms
(pu < 27.46 in., 93.0 kPa) have moved between 8 and 16 kt (15 and 30 km/hr).
Along the east coast, storms with P, <27.75 in. (94.0 kPa) have traveled at T
between 8 and 26 kt (15 and 48 km/hr). Western North Pacific typhoons have
T between 3 and 18 kt (6 and 33 km/hr) for P, £ 27.46 in. (93.0 kPa). Weaker

hurricanes and typhoons have a larger range of T.

5.3.2.2 INTERRELATIONS 'H'..T.TH LATITUDE (). A composite plot of § vs.
T data is shown in figure 5.4 for east coast hurricanes and typhoons of the

western North Pacific. The general conclusion from this plot is that T tends
to be lower and has a smaller range with lower ), The storms with higher T's

north of 25°N have recurved and have consequently accelerated.

Py is higher at temperate latitudes than at tropical latitudes,l
partly because of warmer sea-surface temperatures to the south. Higher pn at
temperature latitudes is shown by a plot of ¥ vs. P, data (fig. 5.5), a trend
line, and the enveloping minimum p, curve for east coast hurricanes and

western North Paclific typhoons.

A plot of ) vs. B is shown in figure 5.6 for east coast hurricanes and
western North Pacific typhoons. r has a relatively high walue of 0.50. This
plot shows the well-known pattern of tropical cyclones moving from the east
at lower i and changing to directions from the south and southwest as they

move clockwise around the outer edge of the subtropical high.

Figure 5.7 is a plot of ¥ vs. R for east coast hurricanes and western North
Pacific typhoons. r is again relatively high at 0.51. This plot supports
what many meteorologists have observed as a characteristic of hurricanes and
typhoons, i.e., storms expand in size as they move northward out of the

tropics.



s

PRESSURE

CENTRAL

T L T | | | L] 1] 1 L] | 1] 1] T T ] L T | ] I T L] F '| T T 1 ] I 1 T T T 1 L L 1]
«EAST COAST
aWESTERN
MORTH PACIFIC
F=022
- Syey=065IM12.2 kPg! ]
“HAss.0
—s7.0
—re.0
= @50 E
L=
-
e RN
—Hrz.0
“Heor0
- —Joo.0
26.5— o , —]
|_Lll|ll|qtllldiil|.lllll |||_J_lj|j||l||l 1 1
5 10 15 20 25 30 35 a0 FE]

LATITUDE {®N)

Figure §.5.--Latitude (}) vs. central pressure (p )

5.4 MULTIPLE INTERRELATIONS BETWEEM SETS OF PARAMETERS

Multiple correlation coefficients (r'), using the same parameters as in
table 5.1, were calculated for east and gulf coast hurricanes, and for
typhoon data (table 5.2). 1In cases where only an ordinary zero-urder?
correlation coefficient is listed for a pair of parameters, e.g., 8 vs. T
{east coast), additional combinations of parameters did not yield signifi-
cant increases in r'. For gulf coast hurricanes, the addition of a second
parameter failed to yield significant increases in r' for all cases studied.
Table VII of Mills (1955) was used to estimate significance. A screening
technique selects the second, third, and fourth parameters which give the

greatest increase in r' as each is added. A discussion of r' follows.

If ¥ denotes the regression functiom of a random wvariable v with respect

te certain other wvariables Hys gy ceey X then the coefficient of multiple
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correlation (r') between v and the x's is defined as the coefficient of
simple linear correlation (r) hetween v and ¥. However, the constants of the
regression function automatically adjust the algebraic sipgn, with the result
that the coefficient of correlation (r') between ¥ and Y cannot be negative;
in fact, its wvalue is precisely equal to the ratio of thelr two standard
deviations, i.e; o(Y)/a(y). Therefore, r' ranges from 0 to 1, and the
square of r' is equal to the relative reduction, i.e.. the ratio of explained
variance to total varlance {(Huschke 195%9). Table 5.2 lists the coefficient
of multiple correlation (r'), significance tests on r' at the 5 and 1 percent
levels (Mills 1935), the reduction of wvariance (r'zj and the standard error of

estimate (Sy-xj'
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r?},

standard deviation (o),

and standard error of estimate (SY;KJ is given by:

where

r'z =

2 2

2,2
1-s, /0" = (@ -8 5o (5.1)

reduction in variance

standard deviation, or the positive square root

of the variance about the mean of the data.

standard deviatlon about the regression line.

(LA



HultiplE correlations for the east coast hurricanes are higher than for the
other two regions except for those involving ©@. The highest ' = 0.76

[between W and T, pﬂ] occurs with east coast data.
3.5 SUMMARY

The zerc=order limear and multiple correlation coefficients, although often
significant at the 1 ¥ level, could not be used directly in developing
criteria throughout this report. There are two reasons for this. First, the
coefficients are derived from data for all hurricanes and typheons from our
period of record--not just the most extreme ones, which are too few in number
to develop meaningful interrelations. Second, though the results are signifi-
cant fhey explain only about one quarter of the variance and the standard
error of estimates are large im relation to the magnitude of the individual

variables.

The interrelations, however, were important guides in setting the along-
coast variation of walues for the SPH and PMH. Extrapolation beyond the data
(especilally for the PMH) was based primarily on theory and experience, taking

into account trends shown In extrapolation of the data.

Meteorological parameters for western North Pacific typhoons blend in well
with those of the east and gulf coast hurricanes for the common latitude span
(25° rto 35°N) in many of the interrelations shown (figs. 5.5, 5.6, and 5.7,
for example). Some typhoon data fall out of the general limits of the hurri-
cane data {fig. 5.1, for example). This is due to latitudinal and possibly
other effects. Values of the typhoon parameters are less reliable than
those of the hurricanes because of approximations, less detailed analyses,
and fewer observatioms, particularly in earlier fears. In generzl, however,
the typhoon data support trends shown by the hurricane data; it is most
helpful in supplementing data sparse areas on the plotted diagrams (for

example, lower p, and smaller R on fig. 310
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PrREDICTION OF HURRICANE WIND SPEEDS IN THE UNITED STATES

By Peter J. Vickery' and Lawrence A. Twisdale,” Members, ASCE

AsstracT:  Prediction of hurricane wind speeds using a simulation approach is the most universally accepted
methodology for estimating design wind speeds in hurricane-prone regions of the world. An updated hurricane
simulation methodology incorporating newly developed wind-field and filling models is used 10 obtain hurricane
wind speeds associated with various return periods along the hurricane-prone coastline of the United States.
Simulation results using the new hurricane simulation methodology indicate that design wind speeds given in
ASCE-7-88 for the inland portion of the hurricane-prone coastline are excessive, and that the long-return-

period wind speeds given in 1980 by Baits et al. are

low, The simulation approach is extended to illustrate

areawide hurricane area risk versus single-point risk by comparing hurricane risk for Dade County, Fla., to

a single-point risk of a building in Miami, Fla.

INTRODUCTION

The use of mathematical simulation methods to estimate
hurricane wind speeds was fircst implemented by Russell (1968,
1971} for the Texas coast. Others have wsed this approach
for portions of the United States coastling {Russell and
Schueller 1974; Tryggvason et al, 1976; Batts et al, 1980; Geor-
giou et al. 1983; Twisdale and Dunn 1983; Georgiou 1985),
The study by Bats et al. (1980) was a milestone, being the
first study to examine the entire United States coastline, and
it provided a rational means 1o determine design wind speeds
associated with the Gulf and Atlantic coasts of the United
States. Ar the time the Bats study was being carmed out,
there was relatively litile good quality, full-scale data avail-
able with which to evaluate the physical models used in the
simulation. Although the Monte Carlo simulation methods
used by Batts et al. {1980) and other investigators are similar,
there are significant differences in the physical models, meth-
ods of analysis, and critical hurricane wind-field modeling
derails, This paper summarizes results from a recent National
Science Foundation project funded to develop an improved
prediction methodology for burnicane wind speeds {Twisdale
and Vickery 1992) with an emphasis placed on the importance
of the hurricane wind-field models and filling models used in
the methodology, The wind-field model, based on the work
of Shapiro (1983), and the filling models are described in
detail in Vickery and Twisdale (1995).

Simulation results indicate that hurricane wind speeds at
inland locations are significantly overestumated in the study
performed by Batts et al. (1980) and consequently, the design
wind speeds given in ASCE-T-88 {"Mimimum" 1990} for most
inland stations (less than 200'km from the hurricane coastline)
are excessive.

SIMULATION METHODOLOGY

Ar any given location on the hurricane-prone coastling of
the United States, there are insufficient direct wind-speed
measurements 1o cnable estimates of hurricane wind speeds
s a function of return period to be determined using tradi-
tional methods, To overcome this limitation, an indirect method
first developed by Russell (1968 is used. With this approach,
statistical distributions are developed of the central pressure

“Sr. Emgr., Applicd Research Associates, Inc.. Raleigh, NC 27615

“Frin. Engr., Applicd Research Associates, Ine., Raleigh, NC.

Note. Associzte Editor: Ahsan Karcem, Discussion open until Agpril
I, 19k, Separate discusssons should be submitted for the individual
papers in this symposium. Te exend the closing date one month, &
wrillen request must be filed with the ASCE Manager of Journals. The
manuscripl for this paper was submitted for review and possible publie
cation on December 3. 1993, This paper is part of ihe Journal of Strucrural
Engineering. Vol 121, Moo 11, November, 1995, @ASCE, 155N 0733-
ASGE] L1691 - 163 EE00 + §.25 per page. Paper No. 7006,

difference {Ap). translation speed (c}, size of the hurricane
(R ), and storm track and occurrence rate for a arcular
subregion centered on the site. The circular subregion ap-
proach was also used by Georgiou {1985) and Newmann (1991).
Russell {1968}, Russell and Schueller (1974), Tryggravson
et al. (1976), Batts et al. (1980), and Twisdale and Dunn
{1983) wsed a coast-crossing technique to denve the basic
statistical distributions for Ap. e, 8, etc. Using the coast-cross-
ing technique, straight-line segments radiating from the site
are used, where storms crossing a given line segment are used
0 derive the basic input statistics, Neither approach (coast
crossing or circular subregion) has an advantage over the
other, and both are subject to the limitation that the selection
of the subregion size or coastline segment length is arbitrary
and requires subjective judgement. The effect of the subre-
gion size selection on predicted hurricane wind speeds is dis-
cussed later,

The minimum basic parameters required 1o estimate wind
speeds within a hurricane are the central pressure difference,
Ap: the translation speed of the hurricane, c: and the size of
the hurricane as defined by the radius to maximum winds,
R, These data are then used in a hurmcane wind-field model
to estimate wind speeds within the hurricane. Information on
the direction of storm travel 8 (defined as the direction of
motion measured clockwise from true north), and the mini-
mum distance from the site of interest. d,, (defined as pos-
itive if the site is located 1o the right of the storm), are also
used o simulate the effects of the hurricane. In the study
described here, the site-specific statistical distribution of cen-
tral pressure difference, storm speed, ete., are obtained for
storms pqssing within a prescnibed distance of the site under
ENAmna o,

The statistical distributions of the central pressure differ-
ence, the translation velocity of the hurricane, the angle of
approach of the hurricane, and the distance from the center
of the hurricane (o site are derived from data given on the
HURDAT diskettes obtained from the National Climatic Data
Center in Asheville, N.C. The statistics of Ap, ¢, 0, and d,,.,
are determined from information on all tropical storms pass-
ing within a certain distance of the site of interest (sample
circle), between the years 1886 and 1991, These statistics arc
site-specific and vary significantly with location along the Gulf
and Atlantic coastlines,

Llsing the site-specific probability distributions of Ap, ¢, 8,
and d,... in conjunction with a hurricane wind-field model,
thousands of hurricanes are simulated. Each simulated storm
travels along a straight line path, defined using the sampled
values of d.,, and 8, through the simulation subregion. The
sampled value of Ap is held constant until landfall, after which
time the storm is decayed using the filling models described
in Vickery and Twisdale (1995). The storm translation speed
is held constant for each simulated storm. The maximum
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fastest-mile wind speeds at the site under investigation pro-
duced by each synthesized storm independent of direction
and in each of 16 compass directions are recorded. The prob-
ability that the tropical storm wind speed (independent of
direction) is exceeded during the time penod, 1, is

Pz = ¥) = E Pla = V|x)p,(x) (1)

where Plo > V]x) = probability of the velocity, v, excesding
V given the occurrence of x storms; and p(x) = probability
of r tropical cyclones occurring during the time periods ¢ A
uniform Poisson distribution is used to model the arrival rate
statistics.

The probability that the tropical storm wind speed 15 ex-
Dccdlij dg.l!il‘lg the time period, ¢, within the directional sector
B = A2 s

Pl = V. 8) = [n(0)N] 3 Pifv = V]x)p.ix) (2

where Pyi = V|x) = probability of the velocity v exceeding
V given that x storms occur and produce a wind speed with
a direction 8 = A82; n{8) = number of simulated storms
producing a wind speed within the direction 8 = A82; and
N = total number of storms simulated,

The simulation methodology uses site-specific statistical
models defining &p, o, &, &, and K., & physical model
defining the hurricane wind field, and region-specific statis-
tical models for the rate of decay of hurricanes after reaching
land. The site-specific models for statistical models described
in the following sections, and the filling rate models and wind-
field models are described in Vickery and Twisdale (1994).

STATISTICAL MODELS
Translation Velocity

The translation velocity of the tropical storm, ¢, 15 modeled
using a lognormal distribution. The translation velocity is de-
termined using the 6-h position data given in the HURDAT
database. Along the Gull Coast and South Atlantic coasts, a
positive correlation between the translation velocity and the
storm direction, 8, s observed. This correlation exists because
storms that have recurved toward the north, on average, travel
faster than those that have not yet recurved. Along the North
Atlantic coast, virtually all storms have recurved and no cor-
relation between heading and speed was observed. To take
into account the correlation between the translation velocity,
¢, and heading, 8. the logarithmic mean of the translation
velocity is modeled in the following form:

iy, = dy + df (3)

where m,_. = logarithmic mean of the translation speed; and
ay and @, = constants determined using the method of max-
imum likelihood. The logarithmic standard deviation, m,,., 15
treated as a constant, Fig. | shows the modeled and observed
relationship between heading and translation speed for storms
in the Miami region and in the Galveston, Tex., region.

Approach Angle

The characteristics of the approach angle B8 vary signifi-
cantly along the coastline. We examined the von Mises dis-
tribwution and a normal distribution, and with few exceptions,
these distributions were rejected, The approach angle at all
locations examined was found to be best modeled using a
binormal distribution. Fig. 2 shows the fitted and observed
distribution of the approach angle at Key West, Fla,, and
Wilmingron, M.C. Note that for Key West, the bimodal char-
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acteristics of approaching hurricanes is clearly evident, This
bimodal characteristic in the Key West region is produced by
separate tropical cyclone populations, the first of which orig-
inate in the Atlantic and approach from casterly directions
(B = —90°), and the sccond of which originate in the Gulf
of Mexico and approach from westerly directions. This dis-
tinet bimodal approach angle charactenistic is evident at all
locations in South Florida and is noted in Ho et al. {1987).

Distance of Closest Approach

The distance of closest approach d,, 15 modeled at all
stations examined using either a uniform or trapezoidal dis-
tribution.

Cenitral Prassure Difference

The central pressure difference, Ap, 158 modeled using a
Weibull distribution. To convert the central pressure data
given in the HURDAT diskettes to a central pressure dif-
ference, & periphery pressure of 1,013 millibar (mbar} is used,
The choice of & Weibull distribution was first suggested by
Georgiou [ 1985) and was validated in this investigation. The
lognormal distribution used by others ( Russell 1968; Tryggva-
son cf al. 1976; Batts et al. 1980; Twisdale and Dunn 1983}
was found 1o be a poor model for the central pressure dif-
ference for all tropical cyclones; however, the lognormal dis-
tribution is suitable if only hurricanes (Ap = 28 mbar) are
used in the simulation procedure. Al some of the locations
examined [South Florida, New York City area, South Car-
olina), there is a statistically significant correlation between
Ap and the approach angle. In the South Florida region this
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correlation is attributed to the fact that storms generated in
the Atlantic Ocean, which approach from the east, are usually
mofe intense than those generated in the Gulf of Mexico,
which approach from westerly directions. In the New York
and South Carolina regions, the correlation between Ap and
# is attributed (o the fact that storms with northeasterly di-
rection components have, in general, during their history.
passed over land and have weakened, The effect of the cor-
relation between Ap and & was included by modeling the scale
parametler ift the Weibull distribution as 2 hinear function of
the storm heading. The parameters describing the linear re-
lationship between &p and 8 are determined using the max-
imum likelihood technique

Radius to Maximum Winds

Using the K. snd Ap data given in Ho e al. (1987).
relationships between K, and Ap and R, and latitude, J,
were developed. Using all the B, and Ap data yvields a
correlation coefficient of —0.23 between K., and Ap, and
a positive correlation coefficient of 0,47 between K, and
latitude. Both corrclation coefficients are significant at the
3% level of confidence. The R, ..-Ap information was sepa-
rated into two groups, one for storms located between 22°N
and 30°M (Florida and Gulf Coast region) and the other for
storms north of 30PN {Atlante Cowst). Within the first lati-
tude group, a correlation coefficient — 0,18 cxists between
Ap and R, (significant at the 10% level): and a smaller
correlation of (.14 between R, and latitude is not signifi-
cant, Within the second latitude group a correlation cocffi-
cient of 0.4 (significant at the 19 level) exists between Ap
and latiude, and the negative correlation between K., and
Ap s not statistically sigmificant.

Im the simulation procedure, for locations south of 30°N,
R s 18 modeled using a lognormal distribution with the log-
normal parameters given as

M, = 3.853 = 0.00614p; opp_ = 0.427  (4a.b)

For storms north of 30°N the lognormal parameters are
maodeled using
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M, = 5395 + 0042605 @y, = 0.364

where & = labitude of the site.
The observed and modeled relationships between R, and
Ap. and R, and J arc shown in Fig, 3.

{5a.b)

SIMULATIONS FOR COASTAL AND INLAND STATIONS
Coastal Stations

Simulations were performed at the 30 coastal and 16 inland
stations shown in Fig. 4. Predicted 50- and 100-yr return pe-
riod wind speeds are given in Tables 1 and 2 for coastal
stations. All simulations were performed for site subregions
that had a diameter of 500 km, with 10,000 storms simulated
at each site. Results are given for the Shapiro-based {Vickery
and Twisdale 1993) wind-field model coupled with the new
filling-rate model, and with the Batts wind-field model cou-
Med with both the new filling-rate model and the Glling-rate
model used by Batts et al, (1980). Comparing the results
abtained wsing the different wind-field'filling models shows
the effect of these components on the final predictions. Com-
parsons 10 the results oblamed from Batts et al. (1980} arc
given for both the 50-yr and 100-yr return period wind speeds,
Comparison of the predicted 100-yr return period wind speeds
with those obtained by Georgiou (1985) are also presented.
Tahle 1 also presents the recommended design wind speeds
mven in ASCE-T-88 (“Minmimum" 1990), which are based
principally on the results given in Baits et al, (1980). Fig, 5
compares the 50-, 1N-, and 2, 000-yt return period wind speeds
versus the milepost obtained wsing the Shapiro-based wind-
field model, new filling-rate models, and site-specific statis-
tical distributions for Ap, ¢, d,.,, and # (here referred 1o as
HURSIM), to the results given in Batts er al. (1980), The

results clearly indicate that for rarer events (direct strikes by
the eyewall}, the Shapiro-based results exceed those given in
Batts et al. (1980) and are more consistent with the maximum
wind speeds in severe hurricanes.

The predicted 50- and 100-yr return period wind speeds
derived in this study (using either wind-field/filling model
combination ) vary more rapidly with changes in position along
the coastline than do those presented in Batts et al. (1980).
This more rapid change with location is ateributed 1o 2 com-
bination of the modeling of the central pressure (using all
tropical cyclones and a Weibull distribution) and the size of
the sample subregion. In the study performed by Batts et al.
[ 1980) all hurricanes making lendfall 470 km to the left of the
site (downcoast) and 370 km to the right of the site (upooast)
were used to derive statistics for Ap, etc. This large sample
region smears any local climatological features that may exist
ata particular site, decreasing wind speeds in regions subject
1o high hurricane activity, which are near those regions having
relatively low hurricane activity, and conversely increasing
wind speeds in adjacent regions experiencing reduced hur-
ricane activity.

The most notable differences between the results obtained
in this study and the results presented in Batts et al. (1980)
are the lower predicted wind speeds (50- and 100-yr retum
period) obtained here along the Texas coast between Corpus
Christi and Galveston, and the increase in predicted wind
speeds along the Mew Orleans, Alabama, Mississipp, and
Florida panhandle coastlines. We were unable to resolve dif-
ferences in the wind speeds given in Batts et al, {19580} along
the Texas coast between Corpus Christi and Galveston, which
are much higher than the wind speeds obtained in this in-
vestigation using the HURSIM models. [t is noted that these
lower wind speeds are also evident i imveshgations per-

TABLE 1. 50-yr Return Period Fastest-Mile Wind Speeds a1 Coastal Locations

PREDICTED FASTEST-MILE WIND SPEEDS
Wickery and Batls Wind Bahs Wind Bats el al
Twisdale (1995) mew Filling Batts Filling {1980) ASCE-7-8B
Location Milapost mis mithr mis mihr mis mithr mis mi‘hr mis mithr
1] (2) 13) 14) 5] 16 (7} (8) (49) (10} (11} (12)
For Isabell, Tex. 150 41 98 42 94 42 93 44 98 45 [[LE}
Corpus Chinstie, Tex. 50 k] L1 kL] #1 kL] B 43 9 42 9%
Matagorda, Tex. 20 Ll L1 M 85 k] 55 42 a3 42 a3
Gialveston, Tex. EiLL 43 s 4 1] m &7 41 a1 44 94
Cameron. La. AHI 41 a3 n 82 kr) 83 41 b | 43 T
Cocodoe., La. G20 47 105 42 93 4z 4 41 al 47 s
Burragod, La. Ly 44 10 45 101 45 (IL]} 41 a9z 47 105
Mew (Orbeans, La, T 45 1ol 4 b 42 Q3 41 92 45 [}
Crulf Shores, Ala g20 48 o7 43 O 43 B 11 El 45 [LLH
Panama City, Fla. o920 45 [[1e} drl o 40 E 1 k] &7 il e
Cedar Key, Fla, 1,120 43 Oy 17 " = 3] 4 g9 41 ur
Venice, Fla. 1,280 4 a8 Al L] 42 L4 44 | [12e3 45 10W
Key Wi, Fla. — S 1 45 101 45 108y — - - 51 115
Miammi, Fla. 140 5 114 47 105 47 (1] 48 a7 44 s
West Palm Beach. Fla, LAL0 S 12 4 9 45 (L] 44 L Af mz
Cape Canaveral, Fla, 1610 43 Q5 k] RS 4n 9 a4 & 43 av
51, Augustine, Fla. 1,7 43 96 k] RS 42 LL] 41 92 42 95
Sapelo Island, Ga. 1, &0 Eol] HY 15 T k- w4 1M #h 41 a2
Charleston, §.C. 1920 45 1 41 w2 ] &8 42 95 43 a7
Wilmington, N.C 2,050 48 7 4] o2 42 ] a3 Gf 45 [ILH
Cape Hatteras, M.C. 2,180 & 13 2 L] 44 oy 44 kL] 4 14
Maocfalk, Va. 2,280 Ll i 15 T 41 [ 42 91 4 i
Oeean City. Md. 2580 41 a3 34 A5 41 92 M R A 1
Cape May, M. 2,450 41 a2 X ] B 42 93 T -1 a7 83
Mew Yaork, MUY, 2,530 ) B 34h =l iz #3 41 a1 ET) #2
Forn Judith, B0 2,450 42 a4 3 81 k] &5 43 i w0 B
Chatham L5, Mass, 2,720 44 98 k1) 83 M B 42 93 42 us
Riockport, Mass, 2, BN 4] o2 a5 RS 8 Bh k] RS IR 4]
Burnd Island, Me, 2810 x4 87 iz 72 i3 75 i3 i 34 HE
Lithy Tslandd, Me. 3,050 ki |7 T2 iz T2 — — —_ —_
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TABLE 2. 100-yr Return Period Fasteat-Mile Wind Speeds at Coastal Locations

PREDICTED FASTEST-MILE WIND SPEEDS
Vickery and Batis Wind Baris Wind Balts et al, Ceespingiou
Twisdaba {1995) Mew Filling Batts Filing (1980} {1985)

Location Milapost mis mi/hr mis mishr mis mihr mis i hr mis mi‘hr

(1} . (2} 3 4] 15 18] {7 18] (2 (1] (1) (12}

Port Isabell, Tex. 150 3 12 45 L 4 (173 48 17 58 124
Corpus Christic, Tex. 250 45 1] ELLl o0 Lol o 4K o7 55 122
Mutagorda, Tex. x20 45 {10} 41 al 4] 93 A7 105 35 122
Cialveston, Tex. 400 4R s 42 il 42 45 E L] 2 LT} i26
Cameron, La. 4810 Af e 4l L] £ G0 45 101 R 132
Cocodrie. La, 620 52 116 47 L1a3 45 ez 45 ot ] 1 36
Burrwood, La, T 54 121 47 L] 47 106 45 (1] fil 137
New Orleans, La. 720 50 112 43 i 4% 100 45 1ol fil 137
Gulf Bhores, Ala /) 53 119 Ah 0z | A T A5 1ol o1l 135
Panama City, Fla. 42 0 111 41 " 43 W 43 S 58 124
Cedar Kev, Fla. 1,120 47 10 41 a2 | 4 uz 42 95 53 118
Wenice, Fla. 1.280 49 L1 43 £ ] 47 ik S0 Ll bl 13l
Key West, Fla. — 55 124 il 114 A4 il - —
Mliarmi, Fla. 1460 7 L2 52 (L] 52 g 1A 51 L4 i 148
Wesl Palm Beach, Fla, 1500 A 125 a8 7 48 1 10 51 13 ff 4R
Cape Canaveral. Fla, 14600 48 108 az L] £l jLic} A5 108 63 140
51, Auguastine, Fla. 1. 70k a8 o7 42 94 48 ) 44 9 i 125
Sapelo Island, Ga. 1RO} 45 12 38 BS 42 | s 42 93 53 118
Charleston, 5.0, 1430 52 116 A5 1 4 | W 47 105 S 125
Wilminglon, MN.C 2450 5% 149 48 17 a3 1 47 5] Sy 126
Cape Hatteras, N.C. 2180 52 116 48 07 44 110 48 (L] 55 122
Morfolk, Va. 2280 44 o k) BS 43 101 44 9% 51 14
Oean City, Md. 2.380 46 104 40 ] a7 105 41 a9 A mz
Cape May. M1, 2450 a6 104 a2 G Af Iz a2 a3 S 12
Mew York, MY 2,530 45 2 41 92 42 k2 45 [L] 53 nw
Por Judith, B.1. 2,650 A6 ([1x3 m "7 4] 91 47 {13 54 120
Chatham L5, Mass, 2,700 a8 10 40 ] 47 s 46 1n3 54 121
Rockport, Mass, 2 A0y a6 103 ] E7 42 Ld 43 9t 44 11
Burnd Tslamd, Me. 2910 43 O s L] w B3 k-] B 44 iy
Libky Tslamd, Mle. 300 43 o4 4 Th 35 T4 —_ —_ —_ —_

formed by Georgion et al. (1983) and Sanchez-5ezma et al.
(1988), suggesting that the predicted wind speeds given in
Batts et al. {1980} are excessive in this region. A reduction
in predicled wind speeds on the west coast of the Florida
peninsula is atiributed 1o the pew filling-rate model reducing
the intensity of hurricanes approaching from the Atlantic Ocean
and crossing the Florida peninsula. The predicted wind speeds
on the west coast of Florida presented here are considered
to be conservative because in this region the most intense
hurricancs approach from an easterly direction, thes the
strongest winds also approach from approximately easterly
directions and will be reduced because of frictional effects,
not included in the study for coastal locations [ Vickery and
Twisdale 1995) because the wind field treats coastal locations
for onshore winds, At most other coastal locations examined
here. the dominant wind direction associated with the sim-
ulated storms approaches from over water, indicating that the
ooastal exposure (onshore winds) assumption used in the wind-
field model 15 appropriate. For locations along the Atlantic
Coast, north of the South Carolina—North Carolina border,
differences between results ohtained in this study and those
given in Batts et al. (1980) are not significantly different, and
both results are believed to be conservative as a result of the
wind-field model limitations associated with water tempera-
ture discussed in Vickery and Twisdale (19495).
Table 2 compares the 100-yr return period fastest-mile wind
speeds obtained here to those given in Georgiou (1985) and
Batis et al. (19807, The fastest-mile wind speeds, given in
Georgiou (1985) ag mean hourly values, were converted o
fastest-mile wind speeds wsing the gost factor curve derived
by Krayer and Marshall (1992). The Georgiouw { 1985) results
appear high in comparison to the resulis of this investigation

and other studies. The wind speeds given in Georgiou et al,
(1983) agree reasonably well with those obtained here.

Inland Stations

Predicted 50- and 100-yr return period fastest-mile winds
at the 16 inland stations examined are given in Tables 3 and
4. Simulations were performed using the HURSIM models,
the Batts wind-field model coupled with both the HURSIM
filling models, and the filling rate model used by Batts et al.
(1950), The distance from the coastline for the stations ex-
amined varies between 4 and 100 km, The wind speeds ob-
tained wsing the Shapiro-based models are significantly lower
than those predicted using the Batts wind-field mode] coupled
with the Batts filling model. The majority of the reduction
in wind speeds is associated with the new wind-field maodel,
rather than the new filling model. The relative contribution
to the reduction in wind speed associated with the wind-field
medel and the filling model varies from site to site, and is a
function of the local geography and the heading of the tropical
cyclones. The results obtained using HURSIM models, which
are shown in Vickery and Twisdale (1993) to be significant
improvements over the models used in Batis et al, (1980),
suggest that with the exception of the Florida peninsula, for
locations 100 km or farther from the coast, the influence of
hurricanes on the 30- and 100-vr return period wind speeds
can be ignored. For locations less than 100 km from the coast.
the combined influence of both hurricanes and nonherricane
winds needs 10 be considered, and for return periods of longer
than approximately 100 yr, the influence of hurricanes may
need to be considered. Comparisons of the 50-, 100-, and
2 000-yr predicted wind speeds derived using HURSIM models
and those given in Battz et al. {1980) for the 16 inland stations
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FIG. 5, Comparisons of Predicted Wind Speeds Obtained Using

HURSIM Models and those Derlved by Batts et al. {1980) for Coastal
Stations

are plotted versus approximate milepost in Fig, 6. The HUR-
SIM wind speeds are consistently lower than those of Bats
et al. (1980) for all locations and all return penicds. It is
noteworthy that the results given in Batts et al_ {1980) indicate
that the 1-yr return period wingd speeds 200 km inland from
the coast @t mileposts S0-600 and milepost 1,450 are iden-
tical 10 those wind speeds at the coast, raising quesfions as

TABLE 3. 50-yr Return Perlod Fastest-Mile Wind Speeds at inland Locations

to the validity of the results of Barts €1 al. {1980) for inland
locations.

SENSITIVITY STUDIES FOR MIAMI AND NEW YORK
Miami

Statistical distributions of the location dependent param-
eters (d,,.. Ap. 8, and ¢} for storms centered around Miami
were derived for sample circles having diameters ranging be-
tween 2000 and 1NN km. Sensitivity studies examining the
effects of parameter correlation, storm decay models, etc.,
were pefformed for a 500-km dameter sample subregon,
Table 5 presents the values of each of the input statistical
distribution parameters vsed in the Miam simulation for the
S-km diameter subregion.

Correlation

Table 6 shows the results of a correlation analysis of the
four variables {Ap, o, d,,,,, and 8) and the year of observation.,
As eluded 1o earlier, the correlation between Ap and & is
consistent with the observation that storms approaching from
the east {generated off the African coast) are generally more
intense than those generated in the Guif of Mexico; and the
correlation between the translation velocity, ¢, and the head-
ing of the storm is consistent with the observation that storms
that have recurved towards the north move faster than the
easterly storms that have nol recurved,

The negative correlation between Ap and year was ob-
sefved at most stations examined, This negative correlation
is primarily attributed to the fact that prior to the 19605, there
is a significant bias in recorded central pressures, where data
are available only for the more sigmificant storms. During the
1970 and later, central pressure data s given for all storms
at each of the 6-h position on the HURIDAT diskettes. This
bias in the central pressure records suggests that there may
be some conservatism in the statistical distributions of Ap.

Lising statistics derived from the S00-km-diameter sample
subregion and the Batts wind-field model, sensitivity studies
examining the effect of correlated sampling and distribution
censoring showed that including the correlation between Ap
and #, and 8 and ¢ produced changes in the 50- and 100-yr
return period wind speeds of less than 29 1T the correlation
between 4p and R, is ignored, the predicted wind speeds
are increased by 10% to 20%, depending on the return pe-
riod. The effects of censoring the sampled values of the cen-

PREDICTED FASTEST-MILE WIND 5PEEDS
Dist Wickery and Twisdale | Bafts Wind New Filling | Batts Wind Bafis Filling ASCE-7-B8

Locaton inland m/s rmii iy mis mi e mig mithe mi's miihr

i 12} 13 4] 5} (6} o () (3} (13

Rio Gramde, Tex. 100 2 44 30 67 Ll iy i #
Flouston LA Tex. ] 3 T4 iT a3 37 &3 iE i)
Beeville, Tex. &0 x & k] T 32 T2 a7 o
lake Charles, La. 50 kE ] ks 47 B3 » { A3 41 Lr3
Lafayette, La. a0 4 T £ #i i Bl F v 95
Hatsesbarg. Miss. 100 2 r &l ko 42 ua i 87
Evergreen, Ala. 0 Pl 63 34 75 6 H a7 A3
Miami [ Airpor, Fla. T dil =1 Ad L] 44 ] 47 105
Hendricks, Fla. 40 32 72 37 B3 41 52 43 a7
Oirlanda, Fla. Lol 35 T8 34 7 k2 BT 42 93
Alma, G, LT Pa] 57 i} (] 3 T4 34 75
Lame, 5.C. &l kL3 Lh 7 H3 41 u ] =R
Cioldshoro, N.C. L] m i 2 | ] 3 AT 35 TH
Trentap, M.J Gl 16 20 k] 8l L 87 34 75
Hartford, Conn. G0 M 7 £h] TA ir "3 k=] 5
Waterville, Me. m 12 72 n fi#l il T L_ 1% B5
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TABLE 4. 100-yr Return Period Fastest-Mile Wind Speeds at In-

land Locations
PREDMCTED FASTEST-MILE
WiND SFEEDS
Wickery

and | Baits Wind | Batts Wind

Distance Twisdake |Mew FillingBatis Filling

Laeation idand | mis |mine| mis mi.-hrE mis | mirhr
{1} 12 (3) | (4) ish [ 08) (7)) 8]

Rio Gramde, Tex, IL1] 25 5T 33 TE4L B | T
Houstan TAH, Tex. e | 37| s | sl oaw | a8
Heeville, Tex. 6l 7L M| TP |
Lake Charbes, La. s | 3| &7 | @ | & a0 | 90
Lafayetie, La. M | 3m | 85| 30| el o9 a7
Hathiesburg, Miss, wr | 3e l s aa | oee! ae |
Evergreen, Alla 100 1| M| ¥ | B3 W | BT
Miami DC Airport, Fla g1 A5 | D00 [ 4T | 105 | 48 | 108
Hendricks, Fla, ) 6| AD [ 42 | 94 | 45 [ 100
Ordands, Fla, oy | 3o | 87| | &5 | 41 | w2
Alma, Ga. o | 2w | es| 3| 72| 36 | ED
Lane, 5.0, | 60 | 3B | &6 | e | 90| 45 | 00
Ghaldshorn, M.C. o | 33| 73l | g4z | we
Trenton, M. 1] 40 an | 57| 44 i
Hartford, Conn. (2] 3R 8| 37 B 41 ar
Waterville, Me. i a3 Ml o33 T4 s K]

tral pressure difference to be less than 150 mbar and forcing
R, 10 be greater than 5 km and less than 150 km were both
negligible, changing predicted wind speeds by less than 1I2%.

Subregion Size

The effect of diameter of the subregion circle was examined
using the Shapiro-based representation of the hurricane wind
field. Ten thousand storms were simulated for subregions of
300 km in diameter through to 1,000 km in diameter, The
investigation showed that the predicted 50-yr return period
wind speed ranged between a maximum of 55 m/s (124 my/
hr) for a sample subregion diameter of 300 km to a minimum
of only 47 m's (106 mahr) for a sample subregion diameter
of 1000 km. This 15% reduction in wind speed is reflected
n predictions for other return periods as well, Most of the
difference in the predicted wind speeds is caused by changes
in the central pressure statistics with increasing circle diam-
cler.

Return Period and Direcrion

Fig. 7 shows the resulting predicted wind speeds as a func-
tson of return period and direction for Miami obiained using
both the Batts windfield model and the Shapiro-based wind-
field model. 1t is particularly noteworthy that the predicted
wind speeds for long return pericds are much greater when
the Shapiro-based wind-field model is used to model the hur-
ricane wind field. These larger wind speeds arise because the
medel more accurately represents the radial distribution of
wind speed within the storm, where it does not underestimate
the wind speeds within the evewall region at the coastline.
The directional characteristics of the predicted wind speeds
obtained using the two differcnt wind-field models exhibit
some differences. The major difference is evident for westerly
winds, where the Batts wind-field model vields higher wind
speeds than the Shapiro-based wind-field model, The higher
westerly winds predicied using the Batts model are caused by
an overestimate in the magnitude of wind speeds modeled on
the left side of the hurricane, and not because of the modeling
of the wind direction itself.
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FiG. 6. Comparisons of Predicted Wind Speeds Obtained Using
HURSIM Models and those Derlved by Batts et al. (1980) for Inland
Stations

Area versus Point Windspeed Exceedance Eveniy

In addition to the point simulation for BMiami used in this
investigation and most others, a simulation was performed in
which the maximum wind speeds produced by each storm at
Miami were recorded, as were the maximum wind speeds at
any point on the Dade County coastline. Fig. # shows a com-
parison of the predicted wind speeds for both a single-point
location {(of a few kilometers in length) in Miami and at any
location on the Dade County coastline. The results indicate
that the 100-yr return period fastest-mile wind speed ar a
single location in the Miam area 1s about 57 mis {127 mithr),
however the 100-yr return period fastest-mile wind speed for
any location along the Dade County coastline is about 66
m's (147 mithr). The wind speed predictions for the Dade
County area indicate that on average, somewhere in Dade
County, a fastest-mile wind speed of 45 m/s (100 mi‘hr) will
be exceeded once every 15 yrs. Although this result is not
important for specifying the design wind speed for any single
structure, it provides a better means to estimate the expected
annual losses associated with hurricanes in a particular region.
Clearly, if the heavily populated Broward County coastline
had been included in this simulation, the predicted wind speeds
for a given return period for this longer coastline segment
would be higher. or conversely. the return period associated
with a 45 m/s (100 mihr) fastest-mile wind speed would be
lower. Examiming hurricane wind speeds with a regional ap-
proach enables the frequency of intense storms that make
landfall in the United States 10 be examined in a more rational
manner. For example, in the case of Hurricane Andrew in

JOURMAL OF STRUGTURAL ENGINEERING / MOVEMBER 1955 / 1837



TABLE 5. Distributions and Distribution Parameters Uised for Simulation of Hurricanes In Miami Reglon

Distribution

Pisrarméges Probability-censity function f{x) Distribation parameters
(1} (2} (3 i4)
il (k) Unaform dy . wy = 0002 -R=x=R
1] Bi-Mormal a, 1 fx = m, 0" m, = =5l o, = K1 m, = 373
mr,,""”| 5( o ”
R :I;m]‘ exp [_L (" - m::]::l @, = 334k o = 055
W 2w 2 o,
< (m's) Lognormal I N I {Inx — m.,,}} g, = L7768 = 0002758 oy, = 0413
z\-"’:a,m rp [ _i( Ty, J ]
Ap (mbar) Wesbull kot ‘ = FRAE - 01330 & = 115
@) e [-@]
R... {km) Lognormal 1 U1 fine —m, % M, = L85 = 00060TAp: o, = 1.427
Imo, P |_.-E { Ty } ]
Y Poasson Wreh ho= 122
P

Made: m, = mean of o, =
= radius of the amulation subregion.

standard deviation of 1; my,, = mean of the logarithm of x; o, = standard deviation of the loganthm of 1 and R

TABLE 6. Resulis of Correlation Analysis for Miami
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FIG. 7. Comparisons of Predicted Wind Speeds fior Miami Show-
ing Effect of Wind-Field Model on Predicted Wind Speeds
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1992, the maximum fastest-mile wind speeds were on the
order of 65 m/s (145 mu'hr) {Reinhold et al, 1993), and when
considering a single point in the Miami region, this wind speed
15 associated with a return period of about 300 yr; however,
the return period of this wind speed snywhere in Dade County,
Florida is only abowt 100 vr. Using the results of Batts ef al.
(1980), the 65 mfs (145 mith) fastest-mile wind speed pro-
duced by Hurricane Andrew corresponds to a return period
well in excess of 2,000 yr

New York

Stanstical distmbutions of the location-dependent param-
eters (dy,, Ap, 8, and ¢) for storms centered on New York
City were derived for subregion diameters ranging from 200
tor B km. The distribution defining d,,.., &p. 8, and ¢ were
all markedly influenced by changes in the sample subregion
size {unlike Miami, where only the probability distribution
of the central pressure difference was markedly influenced
by the subregion size). Correlations between variables were
found to change significantly with subregion size.

The predicted wind speeds given i Fig. 9 present results
obtained using both the Batts and the Shapiro-based wind-
field model: combined with the HURSIM filling model for @
S00-km-dizmeter subregion, so that the differences in results
are the effect of different wind-field models only. Using the
Batts wind-field model, the strongest winds are predicted o
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FiG. 9. Predicled Wind versus Retum Period for New York
Showing Effect of Wind-Fleld Model on Predicied Wind Speeds

approach from the north; whereas those predicted using the
Shapiro-based wind-field model are casterly though south-
erly. The difference in directionality is again produced by the
manner in which the translation speed of the storm s mod-
eled. The empirical Batts wind-field model adds (subtracts)
onc-half of the translation speed to the right (left) side of the
storm. The Shapiro-based wind-feld model properly includes
the full value of the storm motion, resulting in a more asym-
metric storm. Along the northeast Atlantic coast, where hur-
ricanes translate much faster than they do in the south At-
tantic apd Ciulf regions, the impact of the translation speed
on the wind-field 15 more proneunced than it 15 in the lower
latitudes.

SUMMARY AND CONCLUSIONS

The Shapiro-based methodology incorporates significant
improvements in filling models and wind-field models, and
improved modeling of the correlations between key param-
cters used in the simulation procedure. The companison of
predicted wind speeds for return periods of 50, 100, and 2,000
yr shown in Fig. 5 reflects wind-field model differepces where
for rare events, wind speeds predicted using a Shapiro-based
method are significantly higher than those given in Batis
et al. (193],

These new results suggest that for locations 100 km or
farther from the coast, hurricanes contribute little to the de-
sign wind speeds for return periods of 100 yr or less, Hurncane

winds may need to be considered when designing for less
frequent events, and in such cases a site-specific study is rec-
ommended.

The results indicate that subregion identification 1 an im-
portant part of the simulation process. At this time a subre-
gion diameter on the order of 300 km is recommended; how-
ever, improvements in the simulation methodology that will
eliminate the subregion difficulties need to be examined in
future research efforts.

The choice of the wind-field model has a sigmificant impact
on predicted wind speeds. This impact is particularly note-
worthy where estimates of wind speed as a function of di-
rection are required and it is felt that the directional data
given in Batts et al. (1980) should not be used. Further com-
parisons between simulated and measured wind speeds in
hurricanes are essential for improving the reliability of pre-
dicted windspeeds. These comparisons are particularly im-
poriant for hurricanes along the North Atlantic coast, where
not only is the colder water expected to influence results, but
many of the hurficanes move at much higher speeds than
those used to evaluate the wind-ficld models.
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22. Assignment 2, Module 4: Wind-Field and Filling Models: https://www.catriskcredentials.org/wp-

content/uploads/2022/10/Wind-Field-and-Filling-Models.pdf

WIND-FIELD AND FILLING MODELS FOR HURRICANE
WIND-SPEED PREDICTIONS

By Peter J. Vickery! and Lawrence A. Twisdale,” Members, ASCE

AsstRacT: Two key modeling components in the hurricane simulation process are the wind-field model, and
the filling model, which describes the rate of decay of the hurricane after landfall is made. In the investigation
described here, new wind-field and filling-rate models are developed for wse in hurricane simulation routines,
Detailed evaluations of the wind-field and filling models used in 1980 by Batts et al., which are used to develop
the hurricane wind speeds given in ASCE-T7-88, and the new wind-ficld and filling models are performed.
Results indicate that the combination of wind-field and filling models emploved in the original study used 10
derve hurricane wind speeds given in ASCE-7-88 vield significant overestimates of hurricane wind speeds at
inland locations, and their wind-field model is unable to reproduce the high surface-level wind speeds evident
in very intense storms. The deficiencies in the models used by Batts et al. are carried through to the rec-

ommended design wind speeds given in ASCE-7-88.

INTRODUCTION

This paper describes a new wind-field model and new fill-
ing-rate models developed for use in hurricane simulations.
The new wind-field model described here incorporates the
maost recent information on hurricane gust factors, and the
maodel is validated through comparisons to over 20 full-scale
records of hurricane wind speecds. The wind-ficld model s
based on the numerical model described in Shapiro (1983).
New hurricane filling models are developed for three different
regions of the United States. The new filling models repro-
duce the observations that more intense storms fill more rap-
idlv than weak storms, The filling-rate models are evaluated
with results of detailed filling-rate studies performed by Ho
et al. (1987). The wind-field and filling-rate models used by
Batts et al. (1980) are also evaluated through comparisons to
full-scale data, The wind-field and filling models used by Batis
et al. (1980} are examined because the results obtained from
their study form the basis for the design wind speeds given
in ASCE-7-B% (“Minimum” 1990}, Results indicate that the
filling-rate model used by Batts et al. (1980) produces sim-
ulated storms that decay much too slowly when compared o
actual decay rates, and the Batts wind-field model overesti-
mates wind speeds away from the coast and underestimates
wind speeds within the eve wall of hurricanes at the coast.

WIND-FIELD MODELS
Shapiro-Based Wind-Field Modei

The wind-field model described here employs the pumer-
ical solution of the equations of motion of a hurricane de-
veloped by Shapiro (1983). The numerical model developed
by Shapire {1983} is very similar to that originally developed
by Chow (1971); however, Shapiro (1983) used a truncated
spectral analysis to diagnose the boundary-layer flow field
instead of solving the full nonlinear model as was done in
Chow (1971). The original work of Shapiro (1983) was di-
rected towards examining the effect of surface friction on the
asymmetries in hurricane windfields. Georgiou (1985) also
used the Shapiro wind-field model in his investigation of hur-
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ricane winds along the Gulf and Atlantic Coasts of the United
States; however, the implementation of the Shapiro model
in this study differs from that used by Georgiou. In Shapiro
(1983), the momentum equations for a slab boundary layer
of constant depth under an imposed symmetric pressure dis-
tribution are solved. The coordinate system moves with the
hurricane vortex, which is in gradient balance with the pres-
sure field above the boundary layer. The radial and tangential
momentum equations in cylindrical coordinates (r, &) are

v vaw  dd i 2 dv
e L Py — = — 2 01¥

e r i|r!-'-rélh-'-ﬁ.r ( T r:ah)
+ Fic.u) = (1a)
dr 1 v T 2 il
w.r ror o v, - L4 &

“ (_ar " r) fu = F ik K ( v 2 r’&?«)
+ Fie,oh = 0 {18

where w and = vertically integrated average values of the
radial and tangential components of the velocity;, & = pres-
sure distribution within the storm; ¢ = translation speed of
the hurricane; f = Coriolis parameter; K = a constant coel-
ficient of eddy diffusion; r = radial distance from the storm
center; A = angle measured counterclockwise from an east-
erly direction; and F = frictional drag force. The frictional
drag force acts parallel to the total velocity vector and is given
as

Fle.u) = (Cpih)|u + cl{u + ¢) (2)

where u and ¢ = vector components of the circulation-in-
duced wind speed and the storm translation speed, respec-
tively; and h = boundary-layer depth assumed to be a con-
stant value of 1 km over the domain of the storm. The drag
coefficient, Cp., used by Shapiro (1983) 15 based on the mode]
developed by Deacon (Roll 1965) and varies linearly with
velocity in the following form:

Cp o= (1.1 + D04ju + ¢y x 107 i

The drag coefficient expressed in (3} was originally devel-
oped for surface-level winds (10 m above the sea surface);
consequently, for consistency, when used with upper-level
{or vertically averaged) winds, Cp, should be reduced by the
ratio (V.. V. )° where V,, = value of the vertically integrated
wind speed and V), = wind speed 100 m ahove the water
surface, sugpesting that C, should be reduced 1o between
50% and 70% of the 10-m value. In this study, a value of Cj,
reduced to 50% of that given in {3) is used. The modeling of
the sea-surface drag coefficient as linearly dependent on wind
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speed is considered by some researchers [e.g., Amorocho and
Devries {1980) and Donelan (1982)] to be too simplistic. These
researchers suggest a drag-coefficient model should recognize
ihe existence of breaking waves. The results of Amorocho
amd Drevries (1980) indicate that for mean wind speeds (at 10
m above sea level) greater than 20 mfs, a full breaker satu-
ration state exists and the drag coefficient (based on the 10-
m wind speed) is constant and equal to 0.0254, in which case
modeling the geostrophic drag coefficient as a constant in the
range of 0.02-0.03 would be more appropriate. The studies
by Donelan (1962) indicate that the drag coefficient may be
influenced by the direction of the waves with respect to the
mean wind, with waves traveling in a direction opposite that
af the wind yielding the higher values of Cp, resulting in a
drag coefficient varving over the domain of the storm. The
effect of varying the surface drag coefficient on the windfield
is discussed in more detail in Twisdale and Vickery (1992).

The pressure distribution of ¢ = dy(r) is assumed to be
symmetric and in gradient balance with a specified vortex
with & gradient wind w,.(r) so that

il '-":r-
. . + jlrzrw. {4)
The vortex is defined with a 30-km wide cubac spline tran-
sition region connecting a solid body rotation in the inner
core in the form (r/R...). to a profile in the form of (AR, )"
in the outer vortex, R.... 15 the radial distance from the center
of the storm to the location where the maximum wind speeds
ocour. In Shapiro (1983), the profile exponent, o, is assigned
a value of 0.62; however, we examined other values of ® n
this investigation. Shapira (1983) solves the momentum equa-
tions with the relative wind decomposed into a spectral rep-
resentation where

w = wy(r) + w (ricos h + w (F)sin b+ o, (Foos 2a

+ i, r)sin 2k (5]
vo= adr) + o (reos Ao+ v irsEn A+ owrioos 2

+ v, (rsin 2A (5b)

where the subscripts ¢ and s refer to the sine and cosinc
portions of the expansion,

The grid spacing used 1o solve (1) is variable, with a uniform
grid of Ar = 5 km for r < 2R,,,. For r = 2R, the grid
spacing increases linearly out to a radivs of 1,300 km. The
outpyt from the Shapiro model consists of 91 coefficients of
each . #,,, 4, €tc. Solving the momentum equations in
spectral form does not produce a solution as accurate as the
full nonlinear solution; but, because the entire tropical cy-
clone windfield is represented with relatively few parameters,
the technique has advantages for employment in Monte Carlo
simulations, as discussed in Twisdale and Vickery (1992). To
cover the full range and combinations of Ap (the difference
i pressure between the center of the storm and the ambient
pressure), £, ¢, and [ expected, we simulated 968 storms
for each of a number of latitudes along the hurricane coastline
of the United States. The coefficients generated for each
starm are stored on disk and recalled as needed, Using the
spectral modeling approach employed by Shapiro, 910 coef-
ficients are read from disk for each storm. For each simulated
storm the velocities & and v are found by interpolating from
the &p, R ... ¢, and f results stored on disk.

The wind speeds produged by the numerical model are
vertically averaged values defined as

'[ Ll
V, = E.L- Viz) dz ia)

where i = boundary-layer depth. The boundary-layer depth
used by Shapiro (1983) and wsed here 15 1 km. Assuming a
neutral logarithmic boundary layver model in which

¥iz) = Vi[In{ziz, WIn{hiz,)] {7

where V¥, = wind speed at height k. vields values of V', that
are similar in magnitude to the wind speed of a height of 500
m for a wide range of roughness lengths z,,. For typical values
of z,, the difference between the vertically averaged wind
speed and the wind speed at 500 m is about 2% . As a result,
the vertically average wind speeds are taken as being equiv-
alent to the upper-level wind speed at a height of about 500 m.

The upper-level winds are adjusted to surface level (10 m,
aver water) by applying a 17.5% reduction for ¢ < 2R, and
a 25% reduction for B = 4R . with a smooth transition
curve used for intermediate values of r. This reduction in
wind speed to surface level (over water) is similar to that used
in Georgion (1983). where wind speed data given in Myers
(1954) was sed in his model development. The reduction in
wind speed to the surface (with respect to upper-level wind
speeds) 15 also consistent with the 0.8 rule 2z described and
evaluated in Powell {1980).

As discussed in Shapiro (1983), the wse of a vertically av-
eraged boundary-layer model leads to excessive estimates of
radial velocities (and thus inflow angles) compared 1o those
obtained in a more sophisticated multilevel model, In this
study it is assumed that the inflow angles computed using the
reduced drag coefficient are consistent with those a1 the sur-
face level, rather than upper-level values, thus compensating
for the overestimate of the inflow angles associated with the
use of a vertically averaged boundary-laver model,

Mo reference to an averaging time is given in Shapiro ( 1983):
however, results are applicable to a long period (nonturbu-
lent} average assumed to be about | h. During the model
development and comparisons to full-scale data, other long-
period averaging times were examined (e.g., 10 min, etc.),
The assumption of a 1-h averaging time provided the best
comparisons to full-scale data, and these comparisons are
shown later,

The hourly surface-level wind speeds (i.e., wind speeds
averaged over 1 h) are converted to fastest-mile values using
the gust-factor curve developed by Krayer and Marshall (1992)
specifically for hurricane winds. The estimated fastest-mile
wind speeds are considered to be representative of hurricane
winds at the coastline (i.e., over water wind speeds), To ac-
coupt for the effects of surface friction, these coastal surface-
level winds are linearly decaved to standard exposure C con-
ditions {¥,/V, = 0.62) over a distance of 30 to 50 km from
the coastline (30 km for R = 2R, and 30 km for B = 48,,.).
o enable estimates of wind speeds away from the coastline
1o be prodeced. The wind speed at a location x km from the
coast, V., is given as

VAV, = iV W) — 00de; WV, = 062 (Ha.h)

where V,,, = surface wind speed at the coastline; V¥, = upper-
level, or vertically averaged, wind speed; and V,, = surface
wind speed x km from the coast. This linear reduction in wind
speed with distance from the coast is more gradual than im-
plied in some other investigations [e.g., Batts et al. {1980),
'F]corgiou (1985}, and Powell (1987)], however the compar-
sons between modeled and observed hurricane wind speeds
tend to support the assumption for the case of onshore winds,
This linear reduction in wind speed with distance from the
coastline will lead to an overestimate of wind speeds near the
coast when the wind is blowing from the land to the ocean
(i.e., offshore winds). This overestimation of wind speeds for
offshore winds is seen in comparisons of modeled and ob-
served wind speeds for Hurricane Hugo, as discussed later.
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Batts Wind-Field Model

The wind-field model used by Batts et al. (1980) (referred
to here as the Batts model) is a modification of the Standard
Project Hurricane Windfield Model where the maximum gra-
dient wind speed, V., is given as

V,, = KVBp - (Ro/2)f (9)

where Ap = central pressure difference and K = a constant,
The maximum 10-min wind specd at a height of 10 m-over
the ocean is given as

V10, R_,) = 0.B65V,, + 0.5c (10

Ex

where ¢ = translation specd of the storm. The 10-min wind
speed over the ocean at any point in the storm (r, 8) is

VLD, £, 8) = V{10, R, V.ir) — D.5c(l — cos 8)  {11)

where V.(r) = ratio of the maximum 10-min wind speed at
the radius of maximum winds to the 10-min mean at a distance
r from the center of circulation. The ratio V(r) is given in
Batts et al. (19807 in nomograph form. The angle @ in (11)
is measured from a line making an angle of 1157 (clockwise)
from the direction of motion of the storm so that the region
of maximum winds (relative to the earth) is always in the right
rear quadrant of the storm. The 10-min mean overland wind
speed is obtained by multiplying the overwater wind speed
by 085, implving an immediate reduction in wind speed at
the ocean-cosstline interface. Mo further reduction in wind
speed produced by surface friction for locations further inland
is allowed for. The 10-min mean wind speeds are converted
to fastest mile values using the results of Durst (19600, which
have been shown to be inappropriate in the case of hurricane
winds {Krayer and Marshall 1992).

Storm-by-Storm Comparisons

Because of the assumptions and empirical model compo-
nents used in both the Shapire-based wind-field model (e.g.,
drag coefficients, averaging time, inflow angles, etc.) and the
Batts wind-field model, evaluation of the wind-field madels
through comparison to full-scale measurements 15 of critical
importance, and provides the only means to evaluate the
impact of the assumptions, Wind specds estimated using both
the Shapiro-based wind-field model and the Batts wind-field
misdel were evaluated through comparisons o wind speeds
measured in Hurricane Frederic (1979), Alicia (1983), Elena
[1985), Hugo (198Y9), and Andrew {1992). In total, 26 de-
tailed, full-scale wind-speed records were examined.

In all comparizons except Hurricane Andrew, information
on Ap, storm position, direction, and translation speed used
to evaluate the wind-field models was obtained from the &-h
position data given on the HURDAT diskettes. In the case
of Hurnicane Andrew, storm position and central pressure
data were obtained from the National Hurricane Center (NHC)
preliminary report on Hurricane Andrew. For Hurmicane Huogo,
additicnal information on Ap and position just before the
time of landfall was obtained from Powell et al. (1991). A
lingar variation in central pressure with time was assumed
between the known values, Radius to maximum wind data
for each of the hurricanes were obtained from various sources.
Given the information on Ap, storm position, and R, as a
function of time for each storm, we simulated the hurricane
windds at a particular site as a function of time by moving the
mathematical models of the hurricane windfield along the
path of the storm. The translation speed of the hurricane
is determined from the position and time information. The
simulated wind speeds determined at 15-min intervals were
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adjusted to fastest mile values and compared to full-scale
(measured) values.

In the case of Hurricane Alicia {1983), therc is some con-
trowersy as 1o the value of R_... Ho et al. (1987}, Golden
{1984} and Willoughby {1990) suggest that near the time of
the landfall, R, changed from about 28 km to near 58 km.
Powell (1987} suggests that the apparent larger value of K,
15 associated with outer rain-band activity, rather than a change
in R, For the comparisons of simulated and observed wind
speeds presented here, we found {using either wind-field model)
that R,,,, of 2B km best reproduced wind speeds at locations
near the centér of the hurricane track, but the larger value
of R, reproduced wind speeds better at locations further
removed from the center of the storm. Ho et al. (1987) in-
dicated that the larger value of B, should be used for storm
surge computations near Galveston. In the case of Hurricane
Frederic, a constant value of B, of 35 km was used {Kaplan
and Frank 1993; Powell 1982). R,,.. for Hurricane Elena was
set equal to 22 km (Willoughby 19907, For Hurricane Hugo,
R information was provided by Mark Powell of the Ma-
tional Oeeanic and Atmospheric Administration/Hurricane
Research Division (NOAA/HRIY), and a constant value of
40 km was used in the simulations. For Hurricane Andrew
in South Florida, H,,,,. was assigned a value of 1.5 km (Pow-
ell and Houston 1993),

Full-scale measurements of wind speed and direction for
Hurricanes Alicia, Frederic, Elena, and Hugo, in the form
of peak gust andfor 1-, 11k, 15-, or 30-min mean wind speeds,
were provided by R. D. Marshall of the Mational Institute of
Standards and Technology. Peak gust and/or mean wand-speed
data were converled to fastest-mile equivalents using the gusi-
factor data given in Krayer and Marshall (1992). Information
on anemometer heights and the surface roughness, z,, was
provided by B, [d, Marshall. In the case of Hurricane Huge,
additional information on anemometer height and roughness
length was provided by P, R. Sparks of Clemson University.
Al wind speeds, except those near the coast, were converted
o equivalent exposure C conditiens (2, = .03 m) using the
procedure outhned in Marshall (1984). For coastal and off-
shore locations [U.5, Coast Guard Cutter (USCGC) Button-
wood for Hurricane Alicia, Data Buoy 42007 and Dauphin
Island for Hurricane Elena, and the Molasses Reef and Fowey
Rocks C-MAMN stations for Hurricane Andrew] wind speeds
are adjusted to the 10-m level using the local value of z,,
assumed to be (0L005 m. If the true value of z, differs from
the assumed value of 0.005 to between 0,001 and 0,02 m. and
for anemometer heights i the range of 3-50 m, this as-
sumption leads 10 maximum errors for mean wind speeds
corrected to 10 m of less than =4%, In the case of the C-
MAM stations when adjusting wind speeds to the 10-m level,
no allowance for a change of the sea-surface roughness with
wind speed is allowed for: however, the effective roughness
length z, varies relatively little over a relatively wide wind-
speed range. For example, defining C, using (3) and com-
puting z, from the following expression:

z, = 10 expl—&VT,) (12}

where & = von Karman constant (K = 0.4} and is the drag
coefficient based on the 10-m mean wind speed, leads w
estimates of z, ranging between 0.0024 and 0,0076 m for mean
wind speeds at 10 m ranging between 30 and 30 mis. These
values of z, support the assumed value of z, equal to 0,005
for coastal locations, and the assumption results in little error
when the wind speeds are converted 1o 10-m values.
Detailed comparisons of the observed and simulated wind
speeds of 12 of the 26 records examined (6 near coastal and
f inland locations) are given in Figs. 1 and 2. For all of the
near-coast locations examined here, the simulated wind speeds
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FiG. 1. Comparisons of Simulated and Observed Fastesi-Mile Wind Speeds at Coastal Locations

derived using the Shapiro-based model are reduced as a linear
function of the shortest distance to the coast. Fig. 1 shows
comparisons of the Shapiro-based simulated fastest-mile wind
speeds and measured fastest mile wind speeds obtained from
the USCGC Buttonwood and the Exxon Baytown anemom-
eter for Hurricane Alicia, Ingalls Shipyard for Hurricane
Frederic, Dauphin Island for Hurricane Elena, Charleston
Maval Base for Hurricane Hugo, and the Fowey Rocks C-
MAN station for Hurricane Andrew. All of these stations are
located within a few kilometers of the coast or just offshore,
near the location of maximum winds, The comparison of the
simulated and measured fastest-mile wind speeds at Dauphin
Island, Ingalls Shipyard, and the USCGC Buttonwood all
indicate that the Shapiro-based wind-field model provides a
better representation of the measured wind speeds. At USCGC
Buttonwood, the wind speeds obtained using the Shapino-

based model agree well with the full-scale fastest-mile wind
speeds derived from the 10-min averaged data, whereas the
wind speeds predicted using the Batts model agree well with
the lower fastest-mile wind-speed data derived from mea-
sured peak gusts. At Dauphin Island, the Batts wind-field
model underpredicts the peak wind speeds by abowt 10%,
whereas the Shapiro-based model underestimates the peak
winds by about 2% . At Ingalls Shipyard, the Shapiro-based
model overestimates the peak wind speeds by about 10%,
whereas the Batts model again underestimates the peak winds
by about 8%, both wind-field models overestimate wind speeds
recorded after the passing of the eye of the storm, but this
overestimation is greater with the Batts model. In the case
of Charleston Naval Base (Hurricane Hugo), the fastest-mile
wind speeds simulated using the Shapiro-based model before
the passing of the eve are significantly higher than those de-
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FIG. 2. Comparisons of Simulated and Observed Fastest-Mile Wind Speeds at Inland Stations

rived from either the measured peak gust or 10-min mean
data, whereas after the passing of the eye the agreement is
good, The peak wind speeds predicted by the Batts model
before the passing of the eye wall agree well with the mea-
sured values, and slightly overestimate those occorring after
the passing of the eye. At the two Charleston locations ex-
amined (Charleston Airport not shown), the Shapiro-based
model overestimates the maximum wind speeds, This overesti-
mation is thought to be a result of the winds approaching the
anemometer sites having passed a much larger land fetch than
al the other coastal locations examined (i.e., offshore winds
in the Hugo case versus nearly onshore winds for other cases).
This reduction in wind speed associated with frictional effects
for the two Charleston locations is not treated in the implemen-
tation of the Shapiro-based wind-field model, where for an in-
land location, onshore winds are assumed (i-e., the wind speeds
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are reduced as a lincar function of the minimum distance 1o
the coastline, without considering the fact that the wind may
have blown over a longer land fetch if the station is located
on the left hand side of a landfalling storm). Mo full-scale mea-
surements of wind speed were obtained for Hurricane Hugo
at locations experiencing the maximum onshore winds within
the eye wall, Comparisons of the predicted and measured
wind speeds recorded during Hurricane Andrew at the Fowey
Rocks C-MAN station (located to the north of the track, on
the right side of the storm, near the region of maximum winds)
show the maximum fastest-mile wind speeds simulated using
either model are approximately equal, but the shape of the
wind-speed trace is better reproduced using the Shapiro-based
model, Because the Fowey Rocks C-MAN station is located
offshore. the 15% wind-speed reduction required for land-
based stations is not used in the Batts model in thiscomparison.



Fig. 2 shows comparisons of simulated and measured wind
speeds at six inland stations [the Mational Weather Service
(NWS) Station at Alvin for Hurricane Alicia; Mobile, Ala.,
for Hurricanes Frederic and Elena; and Shaw Air Force Base,
Florence Adrport Station, and Columbia Airport for Hurri-
cang Hugo]. The figure clearly indicates the Shapiro-based
moddel best reproduces hurricane winds at inland locations.
As discussed in Twisdale and Vickery (1992), further im-
provements in the companson of observed and simulated wind
speeds for inland stations can be obtained by adjusting the
surface drag coefficient used in the numerical model to be
consistent with local terrain conditions.

Wind-Speed Prediction Error Analysis

Table 1 presents a summary of the percentage difference
between the maximum measured and maximum simulated
wind speeds obtained using the Shapiro-based model for 25
of the 26 records examined. The Fowey Rocks C-MAN mea-
surement from Hurricane Andrew 15 not included in Table 1
because the anemometer system failed during the storm and
it is mot known whether the maximum wind speed wis re-
corded. In Table 1. a negative percentage difference indicates
that the maximum modeled wind speeds are lower than the
maximum observed wind speeds,

Tahle 2 presents a summary of the percentage differences
between simulated and measured wind speeds within a wind
speed group. Fastest-mile wind speeds derived from either
the peak gust or the mean wind-speed data are equally
weighted, The results given in Table 2 indicate that the Sha-
pira-based wind-field model with a radial profile exponent,
n, equal to (.5 provides the best overall representation of the

hurricane wind-field. The Batts model clearly underestimates
the maximum fastest mile wind speeds (V) near the eye wall
(Vi = 40 mfs) and overestimates the lower wind-speed values
away from the eve wall.

For inland stations, the Batts wind-ficld model overesti-
mates the measured wind speeds. The mean and standard
deviation of the ratio of observed to predicted fastest-mile
wind speed obtained using the Batts wind-field model for the
ning inland stations (Charlotte comparisons are not included)
are 1.18 and (0, 16, respectively. Using the Shapiro-based model
{with n = 0.5), the mean and standard deviation of the ratio
of observed to predicted wind speeds are 1.03 and 0.09, The
overestimation of wind speeds obtained using the Batts mode)
is attributed to an underestimate or the reduction in the sur-
face-level wind speed duc to friction after the hurricane has
moved inland, The minimum ratio of the surface-level wind
speed o the upper-level wind speed in the Batts model is
(0,73, which is notably higher than the value of 0.62 used in
the implementation of the Shapiro-based model, or the value
of (.6 sugeested by Powell (1987). At coastal land-based sta-
tions, positioned near the region of maximum winds, for Hur-
ricanes Frederic. Alicia, and Elena, the Shapiro-based wind-
field model performs better than the Batts wind-field model.
The maximum wind speeds predicted by the Batts wind-field
mixdel at coastal locations, near the region of maximum winds,
are generally lower than the measured values; the maximum
wind speeds obtained from the Shapiro-based model agree
well with the measured values, neither consistently overes-
timating or underestimating the peak wind speeds. The over-
all characteristics of the 12 to 24 h time series of wind speeds
at these coastal locations are better modeled using the Sha-

_ TABLE 1. Percentage Ditference between Peak Measured and Simulated Fastest-Mile Wind Speeds
Measurad Fasiast-Mibe Shapiro-Based Modal | Shapiro-Based Model | Shapiro-Based Modsl
Wind Speed Balts Mode! m o= 040 n = 050 n = (G2
{mihr) {3) B | ) %)
Hurricane A B A B A B A B A B
i1} {2} 13} ) [ 18 {7 18) (9 (10) (1)
Frederic
Ingalls Shipyard a5 10 5 10 13 +7 =13 +7 +12 +h
Mobile WSO By = +4 +7 +4 +7 + 8 +h +35 +2
Pensacola Adrport 68 0 +7 +4 +4 +6 -4 -7 - 18 =0
Pensacola NAS 78 6 +3 +12 +6 + 15 -3 414 ~ 16 -1
Elena
Buoy 42007 65 — +32 — +2 -_ -2 — ] -
Dauphin Island 1z (i) - —14 +6 1 +1 -5 +1 -5
Mubsile WSO 50 52 + 34 +23 +14 +8 +1 | i -2 -7
Pensacola Airport 55 55 +13 +13 + 11 +11 -4 ] -3 - 18 i
Pensacola NAS 68 4 +1 + 1 +& +11 -7 -1 =19 L]
Allicia !
Alvin 72 &R +12 +18 <0 +15 +9 \ #14 + +14
Buttonwaood a5 L4 +ib -17 +9 = 1 +8 -11 +8 i
Exxen Baytown - 100 — =13 — —f — | -6 — -7
Doy A" 70 7 +12 +1 +14 b + 18 +7 +17 ]
WSO Galveston RS 1] +0 +5 ~4 +1 -5 +1 -5 +10
Houston [TAH 73 T8 +9 +1 -5 -11 ~7 \ -13 -7 =13
Ellington AFB B4 B3 +2 +3 4 +6 +3 | +4 +2 +3
USCOGE Clamyp — 54 — +1 — +1 -- -1 — -3
Hugz |
Myrtle Beach AFB Tl 78 —4 -5 +10 +9 +6 +5 15 -6
Charleston MAS 112 ] 12 +h +14 =37 +13 + 36 +11 +33
Charleston Airport 85 K2 =16 +21 + 34 +39 +31 +37 + 27 +27
Columbia Airport 1] 62 +27 +21 +3 +10 +0 -5 2 -6
Shaw AFB 106 G5 =11 =2 - 10 -3 =10 -3 —15 -7
Charlotte Adrport T A +31 +08 + 3 + 06 +27 +491 +14 + 87
McEntire Airport K| 67 +17 +13 +6 +13 +7 + 14 + 6 +13
Florence 57 a3 +52 + 36 + 27 +15 +18 +7 +6 -4
Andrew
Maolasses Reaf 48 55 +73 +46 + 4 +4 +5 -0 | -®

Peote: A = derived from peak gust: B = derived from mean wind speed (1-, 2-, 10

-, 15-, or 30-minute averagel.
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TABLE 2.

Percentage Differance between Measured and Simulated Wind Speeds as Function of Wind-5Speed Range

Fastesi-rmile Batis Mode! Shapiro-Based Model | Shapiro-Based Model | Shapiro-Based Moded
wind-speed = 0.40 f = .50 n = 062

range

(mivhir) Stations® Mean sD Mean S0 Mean 50 Maan 50

{1 2) 13) 14} 15) {6} {7 (8) 9 {10y

Vo= W 1.2, 3,4, 16, 17 -3 T 5 14 4 14 2 14
I R 1] 3.6, 18, 24,25 K 8 12 15 10 14 S 1
T = Vo= 8l 7R %10, 19 [ 7 B 5 [ 4 -4 14
B Vo T 1,12, 13,20, 21,22 1 16 o & 2 9 — I
L 14, 15, 23 25 14 13 ] -2 5 -y [
All All 12 23 11 17 L] 17 L] %

.
Maote: 5Ir = standard deviation, WSO = Weather Service Office, NAS = MNaval Air Station. and AFB = Air Force Base.

“1 = Ingatls Shipyard, 2 = Dauphin Island, 3 = USCGC Bunonwoeod, 4 = Exxon Baylown, § = Mobile W50 (Frederic), 6 = WSO Galveston,
T = Pensacola MAS (Frederic), 8 = W50 Alvin, 9 = DOW Chemical Plant “A"”, 10 = Houston Intercontinental Airport, 11 = Pensacola Regional
Airport, 12 = Data Buoy 42007, 13 = Pensacola NAS {Elena), 14 = Mobile WSO (Elena), 15 = Pensacola Adrport (Elena), 16 = Charlesion NAS,
17 = Shaw AFB, 18 = Charleston Airport, 19 = Myrtle Beach AFB. 20 = Columbia Airport, 21 = McEntire AFB, 22 = Florence, 23 = Molasies

Heef C-MAN, 24 = Ellington AFB, and 23 = USCGC Clamp.

"Hurricane Andrew data not included because maximum wind speed was not recordesd.

piro-based model. At near-coastal locations, away from the
maximum winds, both models perform approximately equally
well. At the overwater stations, wind speeds estimated wsing
the Shapiro-based model agree well with the measured values,
whereas the Batts wind-field model significantly overesti-
mates the measured wind speeds when the overwater stations
are on the left side of the storm (Buoy 42007 and Molasses
Reef). This overestimate of the overwater wind speeds and
slight underestimate of the near coastal wind speeds from the
Batts model indicates that the sudden wind-speed reduction
used in the Batts model is questionable, The good agrecment
for both the overwater and overland stations obtained using
the Shapiro-based model indicates that the simple, gradual
wind-speed decay is more realistic. Wind directions are mod-
eled equally well using cither wind-field models at or near
the time the maximum wind speeds are measured.

Owerall, the Shapiro-based wind-field model. with a radial
profile exponent of (L5, provides a good representation of
the hurricane windfield. The two key points to note regarding
the Batts wind-field model are the underestimation of the
maximum winds near the eye wall, and the significant over-
estimation of wind speeds at inland stations. Meither of these
deficicncies appear in the Shapire-based wind-field model. Tt
should be noted that all comparisons are for hurricanes mak-
ing landfall in the southern portion of the United States. As
described in Powell and Black (19907, in more northern re-
gions, where the water temperature is lower than in the Gulf
of Mexico and the South Florida Peninsula, the ratio of sur-
Face-level winds to upper-level winds is lower, suggesting that
the surface-level, overwater wind speeds may be overesti-
mated wsing either of the wind-field models described here
for the Morth Atlantic Coast.

FILLING-RATE MODELS

Once a tropical cyclone makes landfall it weakens as the
central pressure rises. This rate of weakening varies with storm,
location of landfall, and the central pressure difference at the
time of landfall {Ap,). Froper modeling of the filling of the
storms is important for the prediction of hurricane winds at
inland locations. Schwerdt et al. (1979) studied 16 landfalling
hurricanes and subdivided the filling rates into three different
geographic regions (Gulf Coast, Florida peninsula, and At-
fantic Coasth. They found that hurricanes making landfall on
the Florida peninsula filled the slowest and storms making
landfall on the Gulf Coast filled fastest. Ho et al. (1987) used
the same three geographic regions used by Schwerdt et al.
(1979} to define the filling rates. Along the Gulf Coast and
the Florida peninsula they represent three filling-rate curves
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[for storms with values of Ap, of 110, 100, and 85 millibar
{mbar), with the more intense storms filling more rapidly than
the weak ones]. Along the Atlantic Coast they present only
one filling-rate curve.

Georgiou (1985) developed filling models for four geo-
graphic regions (western Gulf Coast, central Gulf Coast, Flor-
ida Peninsula, and the Atlantic Coast). He departed from the
commenly used models, where filling is dependent on the
time since landfall, and developed models based on the dis-
tance traveled since making landfall, with no dependence of
the storm filling rate as a function of intensity.

The filling-rate model used by Batts et al. (1980} is inde-
pendent of location and intensity at landfall. The filling rate
used by Batts et al. (1980) is given as

Ap(r) = Ap, — 06751 + sin djr

where Ap() = central pressure difference (mbar) at t h afler
landfall; and & = angle between the storm direction and the
coastline at the point of landfall.

In this study, three different filling-rate models were de-
veloped using central pressure and position data given in
HURDAT. For storms making landfall on the Gulf Coast,
20 storms were used. Mine storms were used to develop filling-
rate models in cach of the Atlantic Coast and Florida Penin-
sula regions. The filling rates were modeled in the following
form:

{13)

Ap(t) = Ap, expl —ar) (14}
The filling constant @ is given as
a=a, + adp, + € {15)

where &€ = a normally distributed error term with a mean of
rero, The constants a, and a, and the standard deviation of
the error term, «,, for each of the three geographic regions
are given in Table 3. Fig. 3 shows the fitted values of the
decay constant, g, plotied versus the central pressure differ-
ence at the time of landfall for each of the three geographic
regions. In the case of the Gulf Coast storms, the exponential
decay model was found to reproduce observed flling rates
better when a 2-h delay was incorporated into the model.

TABLE 3. Exponential Filllng-Rate Constants

Fiegion 8y, a, a, e

(1) 12) (3 (4) (5]

Florida Peninsula 0,006 (b (W0t 00025 08
Gull Coast 0.035 0, (50 (L0355 0.7
Atlantic Coast 0.038 0.0002% 00,0093 (.16




o
p— )

G.04

CEPOMENTIAL DECAY COMSTAHT

3

[N

e

.04

[XPOMENTIAL DECAY COMSTAMT

L]
I

A
=
g

n.m
(3] CLMTRAL FROSSURL

T
40,00

RCoon
DITERCHCE AT LaMEFALL

BC.00

FIG. 3. Filling Constant a versus Central Pressure Difference at Landfall

The filling-rate models developed here and the filling-rate
model used by Batts et al. (1980) were evaluated through
compansoens of detailed filling studies presented in Ho et al.
(1987). Tables 4—6 show the mean and standard deviation of
the difference (in mbar) between the predicted and observed
increase in central pressure with time after landfall for the
three regions. All of the hurricanes used in the comparison

TABLE 4. Difference between Modeled and Observed Increase in
Central Pressure (mbar) after Landfall Using New and Batts Filling
Models for Guit Coast

TABLE &. Difference betwean Modeled and Observed Increase In
Central Pressure (mbar) after Landfall Using New and Batts Filling
Models for Atlantic Coast

Unweighted
Time after landlall () | compasite
Filling-rate madal 2 4 1 8 0| 12 Bverage
Mew filling model
Mean (mbar) =03 —ihI{ @1 | 04| 26|08 0.z
S0 {mbar) 1.6] 2.7 4 I I B 33
Bans filling maodel
Mean (mbar) 50 TH B3 | 102142 9 8.4
5D {mehar) 1.9 48[ 6% | % |1L2[ 9.6 1.2

Time after landfall {h) l::ﬂmf

Filingralemodel | 2 | 4 | 6 | 8 |10 | 12 average
Mew filling model

Mean [mhnr‘) 3| 38| 25| 09| 28| 3.2 32

5D {mbar) 27| ILE| 107|103 106 B8 0.4
Bars filling model

Mean (mhbar) 43 T 103144179 (205 124

SOy {mibear) BO [ IATII56) 174164 16.2 14.4

Mote: S0 = standard deviation,

TABLE 5. Ditference between Modeled and Observed Increase in
Central Pressure (mbar) after Landfall Using Mew and Batts Filling
I:'fr.lllu for Florida Peninsula

Time after landfall (h) e

Filling-rate model 3 6 9 avirage
Mew filling model

Mean (mbar) 2.9 ~2.3 -4.3 1.2

5D (mbar} 9.2 39 4.4 L]
Bants filling maode]

Mlean (mbar) 74 33 2.4 4.5

S0 (mhar) 11.2 I8 28 59

Nowg: S = standard deviation,

Note: 5D = standard deviation,

had central pressure differences at landfall of 25 mbar or
more, A positive difference indicates that the modeled results
are conservative, The data given in Tables 4-6 indicate that
the new filling model is slightly conservative for Gulf Coast
storms, slightly nonconservative for Florida storms, and ap-
proximately mean-centered for Atlantic Coast storms. The
filling-rate model used by Batts et al. (1980) is conservative
in all regions, and on average this conservatism increases with
time after landfall.

The filling-rate models developed here reproduce the ob-
servation that intense storms fill more rapidly than weak storms,
as noted in Tuleya et al. (1984} in their investigation exam-
ining both historical storms and simulated storms. The intro-
duction of a random error term allows for the simulation of
storms that fill much more slowly or rapidly than average.

EFFECT OF COMBINED WIND-FIELD AND FILLING
MODELS ON WIND SPEEDS AT INLAND LOCATIONS

To examine the combined effect of the filling models and
wind-field models on wind-speed estimates, simulations of
hurricane wind speeds at 9 of the 10 inland stations examined
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TABLE 7. Comparlson of Simulated and Observed Wind Speeds at Inland Locations Showing Combined Etfect of Filling Models and

‘Windfield Models

I Simulated fastest-mile wind speed | Simulaled fastest-mile wind speed
divided by observed fastest-mile wind | divided by observed fastest-mile wind
speed (Shapiro-based wind-field and spied (Batts wind-field and Batts

Distance inland nevw filling model)® fillimg models)®

Hurricarne Location {km} A B A B

(1} 2} 13 14 {5) (8] 7
Frederic Mobile 17 (L] 1.0 118 115
Alicia Alvin w 109 1.14 113 1%
Alicia Haouston {IAH) S (LEE 82 1.14 1.7
Alicia USCGC Clamp i g 1
Hugo Columbaz 1R 1.13 1.1 1.54 1.53
Hugno Shaw AFB 130 091 1 (Kir) .17
Hugo MeEnte AFHE 1) 1.1 1.16 1.44 1.52
Hugo Florence 100 1.14 .0 1.75 [
Hugo Charlotie ) 1.33 .z L& 2.43

Mode: A = based on peak gust; B = based on mean wind speed; and 50 = standard deviaton.

“With Charlotte measurement, mean = 1.12 and 5D
"With Charlolte measurement, mean = 138 and 50
“Distance from Mobile Bay.

dmstance from Cialveston Bay,

0.26; without Charletle measurement, mean
1. 36; without Charlotte measurement, mean = 1.3 and 5D = .24,

= LM and 5D = 0.1,

carlier were performed. The Mobile, Ala.. wind speeds re-
corded during Hurricane Elena are not included in this com-
parizon becawse the maximum wind speeds were observed
before the hurricane made landfall, In these storm-specific
similations. the central pressure difference at landfall s used
tar imitiate the simulation and is then decreased once landfall
is made using the filling models described earlier. This sim-
ulation approach reproduces wind speeds at inland locations
similar 1o those that would be obtained in an actual simula-
tion, The results of the simulations are given in Table 7, where
itis clearly seen that the combination of the Batts filling model
and Batts wind-ficld model vicld conservative estimates of
wind speeds at inland bocations, with a mean overestimate of
4%, The overestimate of wind speeds produced by the Batis
maedels increases with distance from the coast. The combi-
nation of the Shapire-based wind-field model and new filling
medels. though sl vielding conservative results, overesti-
mates the observed wind speeds by only 12%., When the
anomalous Charlotte wind-speed measurement is removed
from the comparisons, the mean overestimate of the observed
wind specds obtained using the Shapiro-based wind-field model
and the filling models is 4%, whereas if the Batts models are
used the overestimate is 3%,

SUMMARY AND CONCLUSIONS

Extensive evaluation of the wind-field models clearly in-
dicates that the model used by Batts et al. (1980) underes-
timates the maximum wind speeds in intense horricanes near
the eve wall at coastal locations, and overestimates wind speeds
at inland locations. These deficiencies are not evident in the
Shapiro-based wind-field model, The evaluation of the filling
madels indicates that the model used in Batts et al. (1980) is
conservative, and the combined deficiencies in the Batts fill-
ing model and wind-field model result in a significant over-
estimate of wind speeds for inland locations. The Shapiro-
based wind-field model combined with the new filling models
are believed to provide better predictions of hurricane wind
speeds at both near-coastal locations and inland locations than
do the results of earlier studies; however, further research
into the rate of reduction of wind speeds near the surface
after a hurricane makes landfall is required. Further com-
parisons between modeled and observed wind speeds for storms
making landfall in the northern United States are also ne-
guired to improve the reliability of the model to estimate
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wind speeds in fast moving hurricanes traveling over cold
water.
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Glossary of NHC Terms

Cutreach Resources | Glossary | Acronyms | FAG

See also: NWS Glossary
Jumpto: a-b-c-d-e-f-g-h-i-j-k-l-m-n-o-p-gq-r-s-f-u-v-w-x-y-z

Advisory:
Official information issued by tropical cyclone waming centers describing all tropical cyclone watches and warnings in effect along with details concerning
tropical cyclone locations, intensity and movement, and precautions that should be faken. Adviscries are also issued to describe: (a) fropical cyclones prior
to issuance of watches and warnings and (b} subtropical cyclones.

Best Track:
A zubjectively-smoothed representation of a tropical cyclone's location, intensity, type, and size over its lifefime. The best track contains the cyclone's
latitude, longitude, maximum sustained surface winds, minimum sea-level pressure, stage (e g., tropical, extratropical, remnant low, etc_). and size (e.g.,
radius of maximum winds, hurricane-force winds, 50-kt winds, and tropical storm-force winds) at 6-hourly intervals and at landfall for tropical storms and
hurricanes. These best track atiributes, based on a post-storm assessment of all available data, may differ from values contained in system advisories.
The best frack locations also generally will not reflect the erratic moticn implied by connecting individual center fix posifions.

Center:
Generally speaking, the verfical axis of a tropical cyclone, usually defined by the location of minimum wind or minimum pressure. The cyclone center
position can vary with altitude. In advisory products, refers fo the cenfer position at the surface.

Center / Vortex Fix:
The location of the center of a tropical or subtrepical cyclone obtained by reconnaissance aircraft penetration, satellite, radar, or synoptic data.

Central Dense Overcast:
A dense mass of clouds that covers the eyewall or the most fightly curved inner bands of a fropical cyclone.

Central North Pacific Basin:
The region north of the Equator between 140W and the International Dateline. The Central Pacific Hurricane Center {CPHC) in Honolulu, Hawaii is
responsible for tracking tropical cyclones in this region.

Cyclone:
An atmospheric closed circulation rotating counter-clockwise in the Northern Hemisphere and clockwise in the Southern Hemisphere.

Direct Hit:
A close approach of a tropical cyclone to a parficular locafion. For locations on the left-hand side of a tropical cyclone’s track (looking in the direction of
mofion), a direct hit occurs when the cyclene passes to within a distance equal to the cyclone's radius of maximwum wind. For locations on the right-hand
side of the track, a direct hit occurs when the cyclone passes to within a distance equal to twice the radius of maximum wind. Compare indirect hit, strike.

Eastern North Pacific Basin:
The portion of the Morth Pacific Ocean east of 1400WW. The Mational Hurricane Center in Miami, Florida is responsible for fracking fropical cyclones in this
region.

Eye:
The roughly circular area of comparatively light winds that encompasses the center of a severe tropical cyclone. The eye is either completely or partially
surrounded by the eyewall cloud.

Eyewall ! Wall Cloud:

An organized band or ring of cumulenimbus clouds that surround the eye, or light-wind center of a tropical cyclone. Eyewall and wall cloud are used
synonymously.

Extratropical:
Aterm used in advisories and tropical summaries fo indicate that a cyclene has lost its “tropical” characteristics. The term implies both poleward
displacement of the cyclone and the conversion of the cyclone’s primary energy source from the release of laient heat of condensation fo barcclinic (the
temperature contrast between warm and cold air masses) processes. Itis important to note that cyclones can become exiratropical and sfill retain winds of
hurricane or fropical storm force.
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Extratropical Cyclone:
A cyclone of any intensity fer which the primary energy source is baroclinic, that is. results from the femperature contrast between warm and cold air
masses.

Fujiwhara Effect:
The tendency of two nearby fropical cyclones to rotate cyclonically about each other.

Gale Warning:
A waming of 1-minute sustained surface winds in the range 34 kit (3% mph or 63 kmihr) to 47 ki (54 mph or 87 km/hr) inclusive, either predicted or
occurring and not directly associated with fropical cyclones.

High Wind Warning:
& high wind warning is defined as 1-minute average surface winds of 35 ki (40 mph or 64 km/hr) or greater lasting for 1 hour or longer, or winds gusfing fo
50 kt (58 mph or 33 km/hr) or greater regardless of duration that are either expected or observed over land.

Hurricane / Typhoon:
& tropical cyclone in which the maximum sustained surface wind (using the U.5. 1-minufe average) is 64 ki (74 mph or 119 km/hr) or more. The ferm
hurricane is used for Morthern Hemisphere tropical cyclones east of the Intemational Dateline to the Greenwich Meridian. The ferm typhoon iz used for
Pacific tropical cyclones north of the Equator west of the Intemational Dateline.

Hurricane Local Statement:
& public release prepared by local Mational Weather Service offices in or near a threatened area giving specific details for itz counfy/parizh warning area
on {1) weather conditions, (2) evacuation decisions made by local officials, and (3) other precautions necessary to protect life and property.

Hurricane Season:
The porfion of the year having a relatively high incidence of hurricanes. The hurricane season in the Atlantic, Caribbean. and Gulf of America runs from
June 1 to Hovember 30. The hurricane season in the Eastern Pacific basin runs from May 15 to Movember 30. The hurricane season in the Central Pacific
basin runs from June 1 to November 30.

Hurricane Warning:
An announcement that susfained winds of 64 knots (74 mph or 119 km/hr) or higher are sxpected somewhere within the specified area in association with
a fropical, subfropical, or post-tropical cyclone. Because hurricane preparedness activities become difficult once winds reach tropical storm force, the
warning is issued 36 hours in advance of the anticipated onset of fropical-sterm-force winds. The warning can remain in effect when dangerously high
water or a combinatien of dangerously high water and waves continue, even though winds may be less than hurricane force.

Hurricane Watch:
An announcement that sustained winds of 64 knots (74 mph or 119 km/hr) or higher are possible within the specified area in association with a fropical.
subtropical, or post-tropical cyclone. Because hurricane preparedness activities become difficult once winds reach fropical storm force, the humicane
watch is issued 48 hours in advance of the anticipated onset of tropical storm force winds.

Indirect Hit:
Generally refers to locations that do not experience a direct hit from a fropical cyclone, but do experience hurricane force winds (either sustained or gusis)
or tides of at least 4 feet above normal.

Inter-Tropical Convergence Zone:
A zonally elongated axis of surface wind confluence of northeasterly and southeasterly trade winds in the tropics.

Invest:
& weather system for which a tropical cyclone forecast center (NHC, CPHC, or JTWC) is interested in collecting specialized data sets (e.g., microwave
imagery) and/or running model guidance. Cnce a sysfiem has been designated as an invest, data cellection and processing is inifiated on a number of
government and academic web sites, including the Maval Research Laboratory (WEL) and the University of Wisconsin Cooperative Institute for
Meteorological Satellite Studies (UW-CIMSS). The designation of a system as an invest does not correspend to any particular likelihood of development of
the system into a tropical cyclone; operaticnal products such as the Tropical Weather Outlock or the JTWC/TCFA should be consulted for this purpose.



Inundation:
The flooding of normally dry land, primarily caused by severe weather evenis along the coasis, estuaries, and adjoining rivers. These storms, which
include humricanes and nor'easters, bring strong winds and heavy rains. The winds drive large waves and storm surge on shore, and heavy rains raise
rivers. (& tsunami — a giant wave caused by earthquakes or volcanic eruptions under the sea or landslides inte the sea — is another kind of coastal
inundation, but should not be confused with storm surge_)

Landfall:
The intersection of the surface center of a fropical cyclone with a coastline. Because the sfrongest winds in a tropical cyclone are not located precisely at
the center, it is possible for a cyclone's strongest winds o be experienced over land even if landfall does not occur. Similarly, it is possible for a tropical
cyclone to make landfall and have its sirongest winds remain over the water. Compare direct hit, indirect hit, and strike.

Major Hurricane:
A hurricane that is classified as Category 3 or higher.

Maximum Sustained Surface Wind:
The standard measure of a tropical cyclone’s intensity. When the term is applied to a paricular weather system, it refers to the highest one-minute
average wind (at an elevafion of 10 meters with an uncbstructed exposure) associated with that weather system at a parficular point in time.

Mongoon:
& large-scale, seasonally-reversing surface wind circulation in the fropics accompanied by large amplifude seasonal changes in precipitation.

Monsoon Trough:
& surface frough in association with a mensoon circulation. This is depicted by a line on a weather map showing the location of minimum sea level
pressure coinciding with the maximum cyclonic turning of the surface winds, with southwesterly or northwesterly flow prevailing equatorward and
northeasterly flow prevailing poleward of the typically zonally oriented trough axis.

National Geodetic Vertical Datum of 1929 [NGVD 1929]:
A fixed reference adopled as a standard geodetic datum for elevations determined by leveling. The datum was derived for surveys from a general
adjustment of the first-order leveling nets of both the United States and Canada. In the adjusiment, mean sea level was held fixed as observed at 21 tide
stations in the United Siates and 5 in Canada. The year indicates the fime of the general adjustment. A synonym for Sea-level Datum of 1929. The
geodetic datum is fixed and does not take into account the changing stands of sea level. Because there are many variables affecting sea level, and
because the geodetic datum represents a best fit over a broad area, the relationship between the geodefic datum and local mean sea level is not
consistent frem one logation to ancther in either fime or space. For this reason, the National Geodetic Vertical Datum should not be confused with mean
sea level.

Post-storm Report:
& report issued by a local Mational Weather Service office summarizing the impact of a tropical cyclone on its forecast area. These reporis include
information on observed winds, pressures, storm surges, rainfall, tornadoes, damage and casualties.

Post-tropical Cyclone:
A former tropical cyclone. This generic term describes a cyclone that no longer possesses sufiicient tropical characteristics to be considered a tropical
cyclone. Post-tropical cyclones can continue carrying heavy rains and high winds. Mote that former tropical cyclones that have become fully
extratropical ..as well as remnant lows...are two classes of post-fropical cyclones.

Potential Tropical Cyclone:
& term used in NWSE advisory products fo describe a disturbance that is not yet a tropical cyclene, but which peses the threat of bringing tropical storm or
hurricane conditions to land areas within 72 hours.

Preliminary Report:
Mow known as the "Tropical Cyclone Repori”. A report summarizing the life history and effects of an Atlantic or eastern Pacific tropical cyclene. It contains
a summary of the cyclone life cycle and pertinent mete2orological data, including the post-analysis best track (six-hourly positions and intensities) and other
meteorological statistics. 1t also contains a description of damage and casualties the system produced, as well as infermafion on forecasts and wamnings
associated with the eyclone. HHC writes a report on every tropical cyclene in its area of responsibility.

Present Movement:
The best estimate of the movement of the center of a tropical cyclone at a given time and given position. This estimate does not reflect the shori-periced,
small scale oscillations of the cyclone center.



Radius of Maximum Winds:

The distance from the center of a fropical cyclone to the location of the cyclone's maximum winds. In well-developed hurricanes, the radius of maximum
winds is generally found at the inner edge of the eyewall.

Rapid Intensification:
Anincrease in the maximum susiained winds of a tropical cyclone of at least 30 ki in a 24-h period.

Relocated:

A term wsed in an advisory to indicate that a vector drawn from the preceding advisory pesition to the latest known position is not necessarily a reasonable
representation of the cyclone’s movement.

Remnant Low:

A post-tropical cyclone that no longer possesses the convective organization required of a tropical cyclone...and has maximum sustained winds of less
than 34 knots. The term is most commonly applied to the nearly desp-convection-free swirls of siratocumulus in the eastern Morth Pacific.

Saffir-Simpson Hurricane Wind Scale:

The Saffir-Simpson Hurmricane Wind Scale is a 1 to 5 categorization based on the hurricane's intensity at the indicated time. The scale provides examples
of the type of damage and impacts in the United States associated with winds of the indicated infensity. The following table shows the scale broken down

by winds:

Category Wind Speed (mph) Damage

1 T4-93 Veery dangerous winds will produce some damage

2 96 - 110 Extremely dangercus winds will cause exiensive damage
3 111 - 129 Devastating damage will occur

4 130 - 156 Catastrophic damage will sccur

5 = 156 Catastrophic damage will occur

A defailed description of the Saffir-Simpson Hurricane Wind Scale is available at hifp:/fwenw.nhc.neaa goviaboutsshws. php.

Storm Surge:

An abnormal rise in sea level accompanying a hurricane or ofher infense storm, and whose height is the difference between the observed level of the sea

surface and the level that would have occurred in the absence of the cyclone. Storm surge is usually estimated by subfracting the normal or astronomic
high tide from the cbserved storm tide.

Storm Surge Warning:

The danger of life-threatening inundafion from rising water mowving inland from the shoreline somewhere within the specified area, generally within 36
hours, in association with an ongoing or potential fropical cyclones, a subtropical cyclone or a post-fropical cyclone. The warning may be issued earlier
when other conditions, such as the onset of tropical-storm-force winds are expected fo limit the time available to take protective actions for surge (e.g..

evacuations). The warning may also be issued for locations not expected to receive life-threatening inundation but which could potentially be isolated by
inundation in adjacent areas.

Storm Surge Watch:

The possibility of life-threatening inundation from rising water moving inland from the shoreline somewhere within the specified area, generally within 43

hours, in association with an ongeing or potential fropical cyclones, a subtropical cyclone or a postiropical cyclone. The watch may be issued earlier when
other conditions, such as the onset of fropical-storm-force winds are expected to limit the time available to take protective actions for surge (e.g.,

evacuations). The waming may also be issued for locations not expecied to receive life-threaiening inundation but which could potentially be isolated by
inundation in adjacent areas.

Storm Tide:
The actual level of sea water resulting from the asfronomic tide combined with the storm surge.

Storm Warning:

Awarning of 1-minute sustained surface winds of 48 ki (55 mph or 88 km/hr) or greater, either predicted or occurring, not directly associated with tropical
cyclones.



Strike:
For any particular location, a hurricane strike occurs if that location passes within the hurricane's strike circle, a circle of 125 n mi diameter]
centered 12.5 n mi to the right of the humricane center (looking in the direction of meotion). This circle is meant to depict the typical extent of
hurricane force winds, which are approximately 75 n mi to the right of the center and 50 n mi to the lefi.

Subtropical Cyclone:
& non-frontal low-pressure sysiem that has characteristics of both tropical and extratropical cyclones. Like tropical cyclenes, they are non-
frontal, synoptic-scale cyclones that originate over tropical or subtropical waters, and have a closed surface wind circulafion about a well-
defined center. In addition, they have organized moderate to deep convection, but lack a centiral dense overcast. Unlike tropical cyclones, subtropical
cyclones derive a significant proportion of their energy from bareclinic sources, and are generally cold-core in the upper froposphere, ofien being
associated with an upper-level low or frough. In comparison to fropical cyclones, these sysiems generally have a radius of maximum winds occurring
relatively far from the center (usually greater than 60 n mi), and generally have a less symmetric wind field and distribution of convection.

Subiropical Depression:
A subtropical cyclone in which the maximum sustained surface wind speed (using the U.S. 1-minute average) is 33 kt (38 mph or 62 km/hr) or less.

Subtropical Storm:
& subtropical cyclene in which the maximum sustained surface wind speed (using the U.S. 1-minute average) is 34 kt (39 mph or 63 km/hr) or more.

Synoptic Track:
Weather reconnaissance mission flown to provide vital meteorslogical information in data sparse ocean areas as a supplement fo existing surface, radar,
and satellite data. Synoptic flights betier defing the upper atmosphere and aid in the prediction of tropical cyclone development and movement.

Tropical Cyclone:
A warm-core non-frontal synoptic-scale cyclone, originating over tropical or subtropical waters, with organized deep convection and a closed surface wind
circulation about a well-defined center. Once formed, a tropical cyclone is maintained by the extraction of heat energy from the ocean at high femperature
and heat export at the low temperatures of the upper troposphere. In this they differ from extratropical cyclones, which denve their energy from horizontal
temperature contrasis in the atmosphere (baroclinic effects).

Tropical Cyclone Plan of the Day:
& coordinated mission plan that tasks operational weather reconnaissance requirements during the next 1100 to 1100 UTC day or as required, describes
reconnaissance flights committed fo salisfy both cperaticnal and research requirements, and identifies possible reconnaissance requirements for the
succeeding 24-hour period.

Tropical Depression:
A& tropical cyclone in which the maximum sustained surface wind speed (using the U.S. 1-minute average) is 33 kt (33 mph or 62 km/hr) or less.

Tropical Disturbance:
A discrete tropical weather system of apparently organized convection — generally 100 to 300 nmi in diamefer — criginating in the tropics or subiropics,
having a nonfrontal migratory character, and maintaining its identity for 24 hours or more. It may or may not be associated with a detectable perturbation of
the wind field.

Tropical Storm:
& tropical cyclene in which the maximum sustained surface wind speed (using the U.S. 1-minute average) ranges from 34 ki (39 mph or 63 km/hr) o 63 ki
{73 mph or 118 km/hr).

Tropical Storm Warning:
An announcement that sustained winds of 34 to 63 knots (39 o 73 mph or 63 to 118 km'hr) are expected somewhere within the specified area within 36
hours in aszociation with a fropical. subtropical, or posi-tropical cyclene.

Tropical Storm Watch:
An announcement that susiained winds of 34 to 63 knois (32 fo 73 mph or 63 fo 115 km'hr) are possible within the specified area within 48 hours in
association with a tropical, subtropical, or posi-iropical cyclone.

Tropical Wave:
A trough or cyclonic curvature maximum in the trade-wind easterlies. The wave may reach maximum amplitude in the lower middle troposphere.
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Executive Summary

This report documents the basis of recommendations for converting between wind speeds having
different time averaging periods under tropical eyelone conditions. The report was commissioned in
response to a request arising from the Fourth Tropical Cyclone RSMC's Technical Coordination
Meeting in Nadi (Fiji), November 2002. Accordingly, a review has been undertaken of past and
contemporary theory and data relevant to the issue of wind averaging periods and conversions under
tropical cyclone conditions both over the open ocean and in coastal situations. The important
physical and statistical aspects of the problem are identified and an example from a severe tropical
cvelone 15 used to demonstrate the practical manmifestation of those matiers.

It 15 concluded that the accurate measurement of wind speed fluctuations, especially under tropical
cyclone conditions, is a difficult and demanding activity that will always result in scatter from even
the most careful analyses, and the available data and some theories show many inconsistencies.
Clearly there are still significant gaps in our understanding of atmospheric turbulence characteristics
under strong wind conditions. However, because the forecasting of tropical cyclones 1s an already
difficult task, a simplified approach has been recommended that should nevertheless lead to an
increase in consistency of quoted and forecast winds. An existing mathematical model of wind
over-land in extra-tropical conditions has been adapted for this purpose and nominally calibrated
against a wide range of assembled tropical cyelone data. The recommended procedure is seen as a
practical interim solution until such time as increased data collection and analysis provides a more
definitive description of the near-surface wind turbulent energy spectrum in various situations under
tropical eyclone conditions.

The review has specifically highlighted the need to distinguish clearly between randomly sampled
estimates of the mean wind speed based on any chosen averaging period and the peak gust wind
speed of a given duration within a particular observation period. It is particularly noted that mean
wind speed estimates should not be converted between different averaging periods using gust
factors — only gust wind speeds.

Differences between the recommended conversion factors specified here and those previously
specified in the WMO (1993) Global Guide are reasonably signmificant in a number of ways. Firstly,
the present analysis considers a wider range of averaging periods and exposures, focusing on cases
of specific concern for tropical cyclone forecasting. Secondly, the magnitudes of the equivalent
conversion factors are different from those in the present Global Guide. Also, converting between
agency estimates of storm-wide maximum wind speed (Fmax) is seen to require special
considerations and the recommendation provided here 15 necessanily a function of the exposure.
Accordingly, the review recommends an at-sea conversion between the so-called 1-min “sustained”
estimate of peak storm intensity and the 10-min average wind speed estimate of (.93, rather than the
“traditional™ value of 088, which has been shown here to be associated more with an off-land
exposure. This implies that current practice has underestimated the at-sea 10-min average Vmax by
about 5%, relative to an equivalent 1-min value. However, it 1s also strongly recommended that the
“Dwvorak-related™ intensity estimation techniques be re-calibrated based on a more rigorous and
consisient treatment of wind-averaging 1ssues.

It 15 recommended that the WMO regional associations and panels work towards revising and
standardising their wind terminology, definitions and associated use of averaging periods in the
various operational plans and in accordance with WMO (2008). This will assist in ensuring that the
historical record contains more consistent measurements and/or estimates that can be reliably
transformed or converted for assisting in further development of the science.

The continued expansion and improvement of quality automatic weather station (AWS) surface
networks and research-standard specialist facilities is strongly encouraged in order to gather the
necessary information for fure reviews,

World Meteorological Organisation 27-Aug-2010



1 Introduction

This guideline has been prepared to provide a technical reference for best practice application of
wind averaging conversion factors under tropical cyelone conditions. This issue arose from an
IWTC-IV recommendation in 1998 (4" International Workshop on Tropical Cyclones) and a
Working Group was formed at the Fourth Tropical Cyclone Regional Specialised Meteorological
Centre's (RSMC) Technical Coordination Meeting in Nadi (Fiji), November 2002, to coordinate the
present study. It is expected that the recommendations here will be incorporated into an update of
the Global Guide for Tropical Cyclone Forecasting (WMO 1993) scheduled for 2010.

1.1 Scope

The present study scope’ was to: Undertake reviews and assessments leading to the
recommendation of suitable conversion factors between the WMQ over-water +10 m standard 10
min average wind and 1 min, 2 min and 3 min "sustained” winds in tropical cvelone conditions,

The study does not consider matters relating to the choice of wind speed thresholds used by various
agencies when defining tropical cyclone intensities, nor does it consider the vertical structure of the
wind within tropical cyclones, other than where such structure is especially relevant to the issue of
wind speed conversion factors. However, some agency-specific definitions and usage are discussed
within the context of a desire for increased standardisation of nomenclature and technical clanty. In
support of this, Appendix A provides a summary of existing practice as documented in the five
WMO tropical cvelone regional associations.

1.2 Approach

The report firsily addresses the theoretical background to a simple statistical model of the near-
surface wind environment. This provides a review of the fundamental 1ssues needing consideration,
leading then to the specific case of tropical cyclones. The development is supported by reference to
numerous case siudies and an example tropical cyelone wind dataset is included o assist in
practical application. Only basic mathematical developments have been included and the interested
reader is referred to the relevant texts for further detail.

Using a variety of existing methods and data, recommendations are then made as to the appropriate
method to be used for deriving wind averaging conversion factors for tropical cyelone conditions.
The aim has been to provide a broad-brush guidance that will be most useful to the forecast
environment rather than a detailed analytical methodology. Notwithstanding this, accurate wind
prediction and measurement under all conditions (not just tropical cyclones) is a very difficult and
challenging problem that requires careful consideration of a number of important matters. It 1s
therefore not the ntention of this review to discourage in any way the positive and increasing move
towards better and more extensive insitu measurement of tropical cyclone winds in all types of
environments. In particular, post analysis of tropical cyclone events should seek to use the highest
possible site-specific analytical accuracy for estimating local wind speeds. This would include
consideration of local surface roughness, exposure and topographic effects when undertaking
quantitative assessments of storm impacts,

An extensive bibliography on the subject of wind measurement and conversion 1s included to assist
with future research efforts. For the interested reader, Appendix B provides an overview of the
historical development of scientific studies of the wind with special reference to tropical cyclones.

! While the study scope did not specifically address the issue of near-instantaneous wind “gusts”, the authors considered
it necessary o include the full range of wind varability in the assessment. Also, the scope was later extended by the
client in requesting some nominal “in-land” exposure guidance.
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1.3 Wind Averaging Conventions and Gust Factors

The WMO standard for estimating the mean wind is the 10-min average. This has the advantage of
averaging over a period that is typically sufficiently long to incorporate most of the shorter period
flucmations in natural wind (turbulence) but is sufficiently short to be normally regarded as
representing a period of near-constant background mean wind. Dobson (1981), for example,
provides background and a practical guide for marine conditions from the WMO perspective.

Although any period of time can be chosen for averaging the wind speed, shorter periods of
averaging will typically produce more erratic values than the 10-min average. For example, ten 1-
min averages taken during a 10-min period will produce values that lie both above and below the
10-min mean value. Any single 1-min random sample is an equally valid (unbiased) estimate of the
mean wind but it is likely to be higher or lower than the true mean wind. Hence, while one estimate
of the mean wind is (statistically) as good as another, in practice, mean winds measured over shorter
periods will possess greater variance and will therefore be “less reliable”. Alternatively, if there was
no turbulence in the wind, then all averaging periods would yield the same true mean wind speed.

The practice of “converting™ between wind speeds that are obtained from different wind averaging
periods (e.g. 10-min, 1-min, 2-min, 3-min etc) 15 only applicable if the shorter averaging period
wind is regarded as a “gust”, i.e. the highest average wind speed of that duration within some longer
period of observation. This results in a high-biased estimate of the mean wind. For example, while
the 3-sec average is typically acknowledged as a “gust™, this is only true if it is the highest 3-sec
average within a period. If the 3-sec average is effectively a random sample, then it is an estimate of
the true mean. The lowest 3-sec average is conversely a “lull” (low-biased). The “maximum 1-min
sustained” wind, as used in some WMO regions, refers to the highest 1-min average within a period
of observation and is therefore also a gust relative to the estimated mean wind over that same
period. Even a 10-min average wind can be a gust if it is the highest 10-min average observed
within, say an hour, assuming that the mean wind is constant over that one hour period. It is
important that all wind speed values be correctly identified as a mean or a gust.

Hence, wind speed conversions to account for varving averaging periods are only applicable in the
context of a maximum (gust) wind speed of a given duration observed within some longer interval.
Furthermore, the conversions are always relative to the mean wind speed and only applicable if the
wind flow is steady (or stationary). Accordingly, there is no basis for converting any estimate of the
mean wind speed (based on randomly sampled 1-min, 2-min, 3-min, elc averages) to any other
estimate of the mean wind speed (e.g. based on a 10-min average). Mean wind speed estimates
cannot be converted as they are all equivalent measures of the true mean wind but with differing
variance. Section 2 specifically addresses this issue. Simply measuring the wind for a shorter period
at random will not ensure that it is always higher than the mean wind. Hence, a visually estimated
wind, taken for practical reasons over a short period, 1s statistically equivalent to an instrumented
measure over the same or a longer period. The mean wind estimate is therefore always of critical
importance and should be based on the longest practical interval that can be regarded as stationary.
In practice, the 10-min average generally satisfies this requirement. Once the mean wind is reliably
measured or estimated, the effects of turbulence in typically producing higher but shorter-acting
winds of greater significance for causing damage can be estimated using a “gust factor™,

The *“gust factor™ is then a theoretical conversion between an estimate of the mean wind speed and
the expected highest gust wind speed of a given duration within a stated observation period. In
order for a gust factor to be representative, certain conditions must be met, many of which may not
be exactly satisfied during a specific weather event or at a specific location. Hence, isolated
comparisons of measured mean winds and their associated gusts may show differences from the
theoretical values. Theoretical gust factors are applicable only in a statistical sense and the semi-
empirical theories available are based on many sets of observations. However, theoretical gust

World Meteorological Organisation 27-Aug-2010









must be referenced via the estimate of the applicable mean wind speed, which in stationary
conditions does not depend upon the observation period.

1.5 Converting Between Agency Estimates of Storm Maximum Wind Speed

The concept of a storm-wide maximum wind speed Vmax is a metric of tropical eyclone intensity”
used by all agencies and 15 ofien used to classify storms according to a simplified intensity scale
{e.g. the Saffir-Simpson scale in the USA context). Such a meiric concepiually has an associated
spatial context (i.e. anywhere within or associated with the storm) and a temporal fix context (at this
moment in time or during a specific period of time). While it may be expressed in terms of any
wind averaging period it remains important that it be unambiguous in terms of representing a mean
wind or a gust.

Because the development of tropical cyclone intensity estimation methodologies has been
dominated by the Dvorak (1975, 1984) method and associated Atkinson and Holliday (1977)
pressure-wind relationship for the past 30 years, the so-called maximum 1-min “sustained™ wind
has become the de facto standard in terms of obtaining an initial estimate of the storm maximum
wind speed. Accordingly, agencies that prefer the standard 10-min averaged wind have traditionally
applied a wind-averaging conversion (refer Appendix A) to reduce the maximum 1-min wind value.
Leaving aside that Dvorak is silent on the issue of wind averaging and only refers to the “maximum
wind speed” or MWS, Atkinson and Holliday (1977) does represent an intention to recommend a
peak 1-min gust via the use of the Sissenwine et al. (1973) methodology, which is referenced to a 5-
min observation period. Technically, this implies a gust wind speed of Fgg 300. Recently the original
analysis of the Atkinson and Holliday data has also been questioned (Harper 2002; Knaff and Zehr
2007), which relates to the overall accuracy of the wind speed estimates themselves.

Assuming that one is satisfied that the starting estimate of the storm maximum wind speed is
accurate for the intended purposes, it may be converted to other wind speed metrics in accordance
with the recommendations presented here. However, in practice this typically invelves converting
from the maximum 1-min “sustained”™ wind (a gust but without a stated observation period) to the
highest 10-min wind speed in the storm. As noted in the previous section, it is technically not
possible to convert from a gust back to a specific time-averaged mean wind — only to the estimated
true mean speed. Accordingly, in Appendix E, a practical argument is made for nominal conversion
between, for example, FPmaxse and FVmaxsoo values via the hourly mean wind speed reference, and
the recommendations are summarised in Table 1.2, This approach should be regarded as an interim
measure until a more robust and recoverable process is developed for estimating the storm
maximum wind speed metric. It can be noted that the recommended conversion for at-sea exposure
is about 5% higher than the “traditional” value of 0.88, which is seen to be more appropriate to an
off-land exposure.

Table 1.2 Recommended conversion factors between agency estimates of maximum tropical
cyclone wind speed Fmax.

Vmaxgao=K Vmaxgy | At-Sea | Off-Sea | Off-land | In-Land
K (.93 0,90 0.87 .84

* Existing practice seems Lo be that this metric is ofien subjectively assigned according to agency-specific
interprefations. An assessment of those practices 15 outside of the present scope and the reader 15 referred to agency
documentation.
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generated, subject to depth, feich and wave age considerations. The exact dependence of wind
speed and the effective surface roughness over the ocean has been subject to much investigation
{e.g. Large and Pond 1981, Fairall et al. 2003) but always limited by difficulties in obtaining
reliable data, especially at high wind speeds typical of tropical cyclones. MNotwithstanding
significant advances in understanding and amassing of much improved data sets over the open
ocean, the dimensionally-based Charnock (1953) hypothesis that was originally based on lake data
15 still widely applied, namely:

1
[+ 4T

£ = (4)
g

with a being an empirical coefficient derived from measurements, typically found to be in the range
0.01 to 0.03 (e.g. Garratt 1977). The drag coefficient determined by combining the Charnock
relation with (3) is quite consistent with empirical estimates of the surface drag coefficient over the
ocean, for example after Large and Pond (1981):

10° C,, =0.49+0.065 V. for 1lms™ <V, <26ms” (5)
However, there has long been speculation that under more extreme wind conditions the drag
coefficient and the surface roughness may reach some type of limiting condition due to wave
breaking, flow separation and the like. A number of recent studies present strong evidence for this
effect, e.g. Powell et al. (2003) analysed GPS sonde data within hurricane evewall regions, Donelan
et al. (2004) undertook laboratory wind-wave experiments and French et al. (2007) performed direct
flux measurements from low flying aircraft within hurricanes. The extent to which the surface
waves themselves might modify the lower logarithmic surface layer remains open (e.z. Jansen
1989, Large et al. 1995) until more full scale data becomes available.

To illustrate the range of sea surface roughness descriptions that has emerged over time, Figure
2.2a) presents surface drag coefficients and Figure 2.2(b) the equivalent roughness relationships.
Garratt (1977), Large and Pond (1981), Andersen and Lovseth (1992) represent typical fixed-
Charnock o forms that have been extrapolated here to higher wind speeds, while Fairall et al. (2003)
incorporates a variable o. In contrast to these trends, the latest investigations targeting tropical
cvelone conditions in the open ocean suggest significantly lower overall roughness values are
applicable. In respect of conditions closer to land n shoaling wave environments it is likely that the
roughness 15 greater, as suggested by Andersen and Lewvseth (1992), but there has been little
detailed analysis of wind-wave interaction in this environment.

The appropriate =, for application over the ocean or on land therefore needs to be estimated for
specific conditions, typically over space and time. On land, a number of guideline roughness
classifications have been devised based on detailed site specific measuremenis and calibrations {e.g.
Wieringa (1992) and Wieringa et al. (2001)). Table 2.1 presents a modified version of these that has
been further interpreted here to describe features more likely in tropical cvelone regions and also
made consistent with the oceanic conditions noted above.

In the developments and discussion that follow, attention is focused on the “smooth to open”
classification over nearly flat land or coastal sea with a surface roughness length zo of nominally
0.03 m. This is almost universally acknowledged as “standard exposure™ on the basis that the vast
majority of all land wind measurements have been obtained from airports and 1t is also deemed
representative of rough coastal seas (e.g. Standards Australia 2002a*; Vickery and Skerlj 2000).
Also, only the standard reference height of +10 m 15 now considered. For conversion of the
subsequent recommendations to other roughness regimes and elevations, the interested reader is
referred to the nominated texts.

* The Australian/New Zealand wind loading standard uses 0.02 m but this is functionally similar.
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subject to trends that would otherwise interfere with, for example, the ergodic hypothesis ( Lumley
and Panofsky 1964). This is achieved by focussing on the relevant subset of eddy time and space
scales and choosing a reference position that 15 sufficiently homogeneous and stationary to be
suitable for this purpose.

One of the earliest investigations into the range of naturally oceurring turbulent wind scales was
documented by Van der Hoven (1957), who constructed a broad energy specira based on almost one
year of wind measurements, using varying averaging periods, obtained from a 125 m tower at
Brookhaven National Laboratory. The data was pieced together in as consistent a manner possible
for the nmes and spectrally analysed, including some high frequency data collected during the
passage of Hurricane Connie. A schematised reproduction of this original spectrum is given in
Figure 2.4, which showed that the measured wind energy was not equally distributed across all
frequencies but rather indicated preferences for certain scales. Spectral energy peaks were clearly
identified at periods of 4 days, 12 h and near 1 min. between these prominent energy peaks, a
“spectral gap™ was identified with a minimum energy occurring around about 1 h. The spectral
peaks indicate time scales at which most energy is being generated, which are then transferred to
other scales by a cascade process. Frequencies where there is little or no energy present are known
as “spectral gaps”. It was found that the spectral gap was independent of the magnide of the mean
wind speed and was quite flat over the range from about 3 h to 20 min. This broadscale spectral
behaviour has been identified at other sites around the world both on land and at sea, although the
details vary (e.g. Smedman-Hogsirdm and Hogstrom 1974; Gomes and Vickery 1977; Wieringa
1989) depending on stability, height, the locally dominant processes and their energetics (the energy
scale might vary). The most significant peak at 4 days is considered typically representative of the
passage of weather systems at the synoptic scale, with the near 1-min peak, the second highest,
attributed to mechanical and convective turbulence in the micrometeorological scale, with the
intermediate peak representing the mesoscale range (e.g. Fiedler and Panofsky 1970; Pierson 1983)
where diumal and semi-diurnal processes also contribute. As described by Jensen (1999) the
concept of a spectral gap offers an attractive separation of the atmospheric motions into a
deterministic low-frequency part and the unpredictable turbulent part.
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Figure 2.4 Schematic energy spectrum of near-ground wind speed afier Van der Hoven (1957).

The presence of a spectral gap between the mesoscale and the microscale is therefore conceptually
appealing as the averaging period over which a generally practical “mean™ wind would be best
calculated, as there is clearly much less variability (variance being the area under the curve in
Figure 2.4) in measurements taken from that region of the spectrum. Any random sample averaged
over such periods (say 3 h to 20 min) could be expected to have a relatively sharp probability
density function when compared with a similarly sampled set of random values using (say) 1-min
averaged speeds. This results in the mean value being largely independent of the actual length of
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the record. Averaging over such periods is therefore also consistent with the desire to have a
statistically stationary sample free from longer scale trends. Wieringa (1973) for example,
highlights the ready potential for overestimation of gust factors that occurs if stationarity 1s not
adequately considered and data is not correctly de-trended.

Fordham (1985) however notes that the presence of a spectral gap does not necessarily guarantee
quasi-stationary conditions but does indicate a higher probability than otherwise of finding data
records which will pass some statistical test for stationarity. Also, the spectral gap may not always
reliably oceur in a specifie situation, as noted by Dobson (1981). Ishida ( 1989), for example, found
some intermitient energy peaks (13 min to 1 h) in high latitude buoy data which appear to be related
to convective events. It might also be expected that similar intermittent energy features might be
found in a tropical cyelone and Naito (1988) shows a significant peak near 1 h for various sirong
wind over-ocean datasets, including a typhoon, but a gap nearer 10 min. Powell et al. (1996) shows
that a near-coast spectrum from Hurricane Bob at least displays similar microscale behaviour to the
WVan der Hoven example, with a broad energy peak around 1 min and various sharper peaks at 30 s
or less. Schroeder and Smith (2003) have identified more low frequency energy than expected in
Hurricane Bonnie data but concede that this may be due to difficulties in obtaining good stationarity
of records, without which low frequency energy artificially accumulates in the spectra. Some recent
studies also highlight the likelihood of boundary layer roll-vortices in tropical cyelones (e.g.
Wurman and Winslow 1998; Foster 2005; Morrison et al. 2005) with periodicity of 5 to 10 min,
suggesting averaging periods in excess of this might be desirable. The measured 1-min wind record
shown later in Figure 3.2 1s perhaps evidence of such variability.

The likely presence of a spectral gap at or near the hourly averaged wind speed resulted in its broad
adoption as the reference period of choice for statistical studies of smaller scale near-ground
atmospheric turbulence. However, as more homogeneous data has become available over time, it
has become increasingly clear that the large energy gap first identified by Van der Hoven 1s simply
not as great as suggested in Figure 2.4 and may tvpically only be about a factor of two lower than
the higher frequency peak energy level (e.g. Jensen 1999),

In sitwations such as tropical cyclones, where the phenomena of interest typically presents with
relatively high space and time gradients near its centre, retreat to a slightly lower averaging period
of about 10 min 15 desirable to avoid non-stationarity of the record. Even more transient
atmospheric events such as thunderstorm downbursts or tornados naturally require suitably
downscaled mean wind averaging periods (e.g. Orwig and Schroeder 2007). Figure 2.5 presents an
example wind energy specirum from Powell et al. (1996), annotated here to indicate the principal
averaging times of interest and the nominal spectral gap. This specific example shows a sharp peak
in variability near 30 s, before the high frequency tail decay commences at about 10 s. The energy
present at 10-min cyeling can be seen to have less than half the variability of that at 1-min cycling.

2.6 Convective Features, Convergence and Instabilities

Whether convective processes might play a more significant role in the tropical cyclone boundary
layer than the more extensively sampled extra-tropical wind environments has been the subject of
much conjecture (Melbourne and Blackman 1982; Ishizaki 1983; Krayer and Marshall 1992; Black
1993; Sharma and Richards 1999; Sparks and Huang 2001; Paulsen and Schroeder 2005; Vickery
and Skerlj 2005).

In the extra-tropics, the role of convective versus mechanical sources has also been explored (e.g.
Bradbury et al. 1994) but found to be sufficiently and identifiably separate as to not interfere with
the traditional UK approach to building design, although it is noted that extreme gust factors are
always caused by convection but extreme gusts might be due to either process. Young and
Kristensen (1992) demonstrate quantitatively how the surface layer would be gustier in unstable
than in stable conditions. Meanwhile, Brasseur (2001) has recently advocated a direct transport-of-
momentum-from-gradient approach to forecasting of gusts but this theory has previously met with
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Whether such features are simply 1solated or form part of a deterministic framework, possibly even
related to 2-D eyewall instability (e.g. Kossin et al. 2004) is yet to be determined. Certainly, highly
energetic features are known to exist (Marks et al. 2008) and may penetrate to the surface.

The approach of tropical cyclones near elevated land has long been known to result in increased
convergence of the low-level flows and undoubtedly leads to enhanced vertical transport of
momentum, which 1s likely to enhance near-surface turbulence levels (e.g. Yeh and Elsberry 1993).
However, Kepert (2002a, 2006b) and May et al. (2008) also show that the process of landfall even
over flat and relatively featureless land may lead to a substantial change in the near-surface winds
due to changes in surface roughness interacting with the vortex boundary layer dynamics.

Taking the above arguments into account, and based on the evidence suggested from a number of
near-coast measurements presented later, it 1s concluded that convective or at least non-mechanical
turbulence processes probably play a more significant role in tropical cyclone turbulence intensities
than in extra-tropical conditions. In respect of non-turbulent transients such as evewall instabilities,
these features are not presently considered in operational forecasts and warnings but the situation
may change in the future as more data becomes available.
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minute averaged g0 value for that interval and, although any single I 15 an unbiased estimate of
the mean wind, it clearly will have a higher variance than any single Vg value and 1s therefore
likely to have a greater associated error as an estimate of the true mean wind. Use of an hourly wind
speed reference here would also clearly be unsuitable due to the rapid trends on that timescale. The
observed gust Vg soo can be seen to follow the peaks of Fss within each 10 minute interval. Note
however the influence of non-stationary conditions on Fggape and Vg whereby the peak gust is
typically registered at the end of the interval when mean speeds are increasing, and at the beginning
of the interval when mean speeds are decreasing. As previously mentioned, it can be speculated that
the observed periodicity in the Vs record is perhaps partly due to the influence of boundary layer
roll-vortices.

Vsnane is then plotted relative to the contemporaneous Fsog as the gust factor Geoson in Figure 3.2(b).
(g gon 15 relatively constant until the eyewall passage, averaging around 1.08, but then increases
and becomes more erratic in the rapidly changing but lower speeds within the eye. Through the
eyewall and eye regions, Fgy clearly suffers extreme stationarity problems that result in the erratic
(7 s o0 values being of no specific consequence. Likewise, the observed gust V4 in Figure 3.2(a)
{when available) has been converted to the gust factor (ry g in Figure 3.2(b) and shows a similar
behaviour, initially near-constant at about 1.23,

The extreme spike of G40 within the eye is associated with a Vg of only 9 m s and is not of
practical interest, again because of non-stationarity. However, two of the three values of V5 s
shown (sohd triangles), that are separaiely recorded by the data logging system, convert to
equivalent (73 0 values in excess of 2.0. The peak Fj 500 of 132.6 m s™' and its later companion of
91 m s were originally discarded in the post-storm analysis as likely erroneous data spikes.
However, the seemingly well-behaved values of Fso during the same period suggest that the logging
system was functioning normally. Whether these data are valid or not cannot be determined. They
are presented here only as increasing potential evidence for the transient phenomena discussed in
Section 2.6. [t can be noted that there were also two significant Ggp gog events for gy values of 10
and 22 m s™' probably associated with convective rainbands.

In Figure 3.3, a summary of the gust factor behaviour is presented for the period of about 2 days
when Ve exceeded 10 m s™ at the sensor height”. Figure 3.3(a) plots Gsasm and the two values of
(73 anp a8 a function of Fgyy, showing that the mean values given by the superimposed lines (using a
5 m s banding) do not vary appreciably but the scatter reduces as mean speed increases. The
reason for this may relate directly to Eqn 6 whereby, assuming a constant eddy integral length scale,
a larger number of samples at the higher wind speed improves the accuracy of the estimate. Note
that this example analysis does not include a check for stationarity as the high frequency data was
not recoverable, and all analyses are at sensor height.

Figure 3.3(b) then presents the same information but in the form of sample histograms and
cumulative distibutions (binned at 0.025 intervals for Feg = 10 m 5"} for (rgp ao0 and G 3 500, Where
the modal values are 1.075 and 1.200 respectively, the medians are 1.08 and 1.22 and the means
(s.d.)are 1.094 (0.097) and 1.237 (0.067).

This single example of extreme winds during a tropical cyelone serves to illustrate many of the
principal theoretical wind averaging issues regarding stationarity, filtering, non-mechanical or
convectively-generated turbulence, potential structure-related transients and the clear difference
between measures of the mean wind and measures of gusts. It also demonstrates that interpreting
gust factors measured under non-stationary conditions can be difficult.

* While the present discussion seeks 1o avoid the equally complex issue of the vertical profile of wind speed, the
adjustment factor from +36.4 m to +10 m would be of the order of (.85 based on ISO (2003 ) or APT (2002 )
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4 A Compendium of Data and Theories

The approach taken here now is to begin to compare the available (limited) evidence from
measurements of tropical cyvelone conditions with the established gust theories that are derived from
largely land-based extra-tropical conditions. As mentioned previously, the nominal land context is
strong winds, typically Fp, > 17 m s, standard exposure with roughness length z; = 0.03 m and
height z= +10 m. However, there are instances where the available data do not exactly represent
this situation — some for obviously practical reasons — and some is reported within specific wind
speed bands. Also, some information presented here is based on very extensive datasets that have
been smoothed, while some is derived from only a few situations or is simply a recommendation in
common usage. Some data is derived from high frequency studies and other data 1s mean and gust
only from AWS sites, some strip-chart based. Attempts have also been made to present original data
and thereby avoid simply repeating previous recommendations. Rather than attempt to individually
correct each of the published values, which itself requires model assumptions and the like, the data
has been logically grouped and clearly identified to hopefully illustrate the emerging trends.

Mindful of the need to provide broad guidance, the presentation of data and theory has been
grouped here into three characteristic over-water wind-relative regimes or exposures that are likely
to be of most interest to ropical cyclone forecasters and should capiure what are believed to be the
critical differences, namely:

« “off-land” - any land-based near-coastal exposure with offshore wind;
* “off-zea” - any land-based near-coastal exposure with onshore wind;
= “at-zsea” - nominally = 20 km offshore.

Figure 4.1 a to d shows a summary of data and theories collected during this review, presented here
in the context of gust factors relative to the “effective™ hourly reference period, i.e. values of Gz ssm.
Mot all of the data collected (refer Appendix C for details and author cross-references) could be
objectively presented in an hourly reference context but is used in the subsequeni comparisons in
Section 4.4. Figure 4.1a 1s a combination of all the information collected, unstratified by the above
exposure classes and provided simply for completeness and comparison. By way of example, the
uppermost curve presents the resulis by Schroeder and Smith (2003), where a peak 3-s gust duration
{ r= 3) within an hour yields a gust factor for G zem of about 1.72. The symbols and lines on the
figures offer some consistency, the principal features being that open symbols and lighter-weight
lines normally represent non-land exposures. Curves are indicated on the basis of complete analyses
or theories, while points represent less comprehensive studies, recommendations or single events.
The legends are alphabetical and also indicate either the approximate mean speed range associated
with the dataset that formed the theory or the mean speed value used in a speed-dependent theory.

The remaining Figure 4.1 & to o present data in terms of the nominated exposure classes, as detailed
below.

4.1 *“Off-Land” Exposure

A brief explanation of each of the datasets follows. AS/NZS 1170.2 1s the implicit 7y 3500 of 1.67
embodied in the Australia™ew Zealand design standard (Standards Australia 2002a) for tropical
cyclone regions. Asherofi (1994) is an extract of tabulated gust factors from a reasonably
comprehensive study of UK hourly, 1-min and 3-s gust data that considered different methods of
analysis, effects of stationarity and roughness, and appears to be the most recent UK study. Cook
{1985) 15 a suimplified form based on the Wieringa (1973) approach used as the basis of a structural
design procedure in the UK. Durst {1960) was the earliest reasonably complete description of gust
factor variation based on UK data and assumed a simple Gaussian gust model, which yields a
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4.4 A Simplified Gust Model for Tropical Cyclone Forecasting

The accurate measurement of wind speed fluctuations, especially under tropical cyelone conditions,
15 a demanding activity that will always result in scatter from even the most careful analyses. There
are significant gaps in our understanding of atmospheric turbulence characteristics and with
necessarily complex empirical descriptors, many degrees of freedom result.

The forecasting of tropical cyclones 1s an already difficult task. In consideration of the apparently
wide range of observational data presented, and the problem of ensuring consistent analysis, a
sensible approach in the context of recommending wind averaging formula would therefore seem to
be one of applving consistency within a suitable theoretical framework. This section therefore
proposes a simplified approach to achieve that goal, which can be readily updated as further
information comes to hand. Based on the foregoing review of theoretical studies of the relationship
between different wind averaging periods and the assessment of available data, the approach
recommended by ESDU (2002b) is deemed currently the most appropriate basis for conversion and
comparison purposes. In this regard the present review supports Vickery and Skerlj (20035), which
also proposes the ESDU method. However, not all aspects of this approach are necessarily of
interest here with regard to tropical evelones. In particular, the full method relies on largely UK
datasets for estimating turbulence intensities, their variation with height and also changes in terrain
roughness and the like.

For the present forecasting purposes the standard (nominal) observational elevation of +10 m only
15 of mterest and it will be assumed that the terrain/sea is of constant form and roughness and that
mean winds are in excess of 17 m 5™, Under these limitations, it is considered appropriate to replace
the complex ESDU formulations with suitable a priori estimates of the longitudinal twrbulence
intensity [,. This specifically permits adjusiment of turbulence wvalues to better represent the
apparently enhanced conditions observed near and on land during tropical cyclones, and also
conveniently avoids any determination of actual =z, values at this time. Appendix D presenis a
summary of the recommended method, which also requires some extension of the ESDU
procedures for the shorter rvalues of interest to this study.

The way forward here is therefore to use only the available tropical cyclone specific data, suitably
grouped into the previous exposure classes, to calibrate the recommended ESDU method for a
range of [, values. This also permits the use of some data from Appendix C that was not used in
Section 4 because of T, reference periods less than 600 s, and therefore deemed unreliable for
converting to an hourly reference. Only 3600 s, 600 s and 60 s reference period data are available
for this procedure and the best-fit condition was arrived at objectively based on least squared error.

Figure 4.2 presents the final calibrations in terms of the three previously defined “over water™
exposure classes and Table 4.1 summarises the adopted values for longitudinal mrbulence intensity
and roughness length, which also includes a nominal “in-land™ class based on the “roughly open™
classification of Table 2.1. By way of explanation, each set of data points in the figure refers to a
different wind averaging period of the mean wind, which is overlaid by the proposed equivalent
ESDU analytical form. From Appendix C it can be noted that the standard deviation of the gust
factors, where available, is of order (0.1 and this is indicated by the nominal error bars.

Table 4.1 Recommended turbulence intensities and associated roughness lengths for tropical
cyelone forecasting purposes.

Exposure Class | Turbulence Intensity {. | Roughness Length =, (m)
“in-land™ 0.250 0.18
“off-land™ 0.200 0.07
“off-sea” 0.150 0.013
“at-sea” 0.100 0.00035
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5 Conclusions and Recommendations

A review has been undertaken of past and contemporary theory and data relevant to the issue of
wind averaging periods and wind speed conversions under tropical cyclone conditions focusing on
the open ocean and coastal situations. The recommended conversions are given in Table 1.1.

It is concluded that the accurate measurement of wind speed fluctuations, especially under tropical
cyclone conditions, is a difficult and demanding activity that will always result in scatter from even
the most careful analyses, and the available data and some theories show many inconsistencies.
Clearly there are still significant gaps in our understanding of near-surface atmospheric turbulence
characteristics under strong wind conditions. However, because the forecasting of tropical cyelones
is an already difficult task, a simplified approach has been recommended that should nevertheless
lead to an increase in consistency of quoted and forecast winds. An existing mathematical
description of wind over-land in extra-tropical conditions has been adapted for this purpose and
nominally calibrated against a wide range of assembled tropical cyclone wind data. The
recommended procedure is seen as a practical interim solution until such time as increased data
collection and analysis provides a more definitive description of the wind turbulent energy spectrum
in various situations under tropical cyclone conditions.

The review has specifically highlighted the need to distinguish clearly between randomly sampled
estimates of the mean wind speed based on any chosen averaging period and the peak gust wind
speed within a particular observation period. It is particularly noted that mean wind speed estimates
should not be converted between different averaging periods — only gust wind speeds.

It is recommended that the WMO regional associations and panels work towards revising and
standardising their wind terminology, definitions and associated use of averaging periods in the
various operational plans (e.g. as summarised here in Appendix A) and in accordance with WMO
{2008). This will assist in ensuring that the historical record contains more consistent measurements
and/or estimates that can be reliably transformed or converted for assisting in further development
of the science.

The review has also identified the need for special considerations in regard to converting between
agency estimates of storm-wide maximum wind speed (Fmax) that are based on different wind
averaging periods (refer Table 1.2). This is because such estimates imply both space and time
contexts and the past practice of associating the so-called 1-min “sustained™ wind with the Dvorak
(1984) intensity estimation method has been done without regard to a stated observation period.

Accordingly, the review recommends an at-sea conversion between the Fmaxg estimate of peak
storm intensity and the Fmaxge estimate of .93, rather than the “traditional™ value of 0.88, which
has been shown here to be associated more with an off-land exposure. This implies that current
practice has underestimated the Fmaxgy by about 3%, relative to an equivalent Fmaxg, value.

It is also strongly recommended that the WMO work towards a re-calibration of the “Dvorak-
related” intensity estimation techniques, based on a more rigorous treatment of wind-averaging
1s5LEs,

The continued expansion of quality automatic weather station (AWS) networks and research-
standard specialist facilities is strongly encouraged in order to gather the necessary information for
future reviews and revised recommendations. Forecasters and researchers are also urged to ensure
that AWS siting, instrument selection, sampling, processing, documentation and archiving of wind
data 1s carred out in a manner that will ensure accurate estimation of the mean wind and 1ts
associated turbulence properties. As a minimum, this should include the 10-min averaged wind
{Veon) and the 3-sec peak gust in each 10 minutes (V;gm), with the 1-min average wind also
desirable (Fyg) because of its adopted usage in the TC context. Where possible, episodes of high
wind (say =17ms™") should be recorded continuously at 10Hz sampling to provide research-grade
datasets.
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The 1970s represented a rapid period of growth in knowledge. Wieringa (1973) extended the Durst
methodology in combination with the Davenport (1961) roughness scaling concepts and produced
an analytical approximation to the gust formula, which was compared with a variety of datasets.
Counthan (1975) also provides an extensive review of boundary layer studies of special relevance to
UK structural design challenges of the time. Sissenwine et al. (1973) undertook a wide-ranging
investigation into the characteristics of extreme winds for use worldwide by the US Air Force.
Although their available datasets were somewhat disparate and the analyses highly empirical, they
proposed a series of nomograms for gustiness as a function of speed and height, and considered
averaging intervals appropriate for specific length scales. A contemporary review by Atkinson
(1974) for the Joint Typhoon Warning Center (JTWC) appears to offer the earliest review and
recommendation of gust factors for tropical cvelone conditions, highlighting the difficulties of such
measurements and lamenting the lack of reliable data — a situation that is not much changed 30
years later. The review drew upon a range of discrete observations (many as summarised by
Tanigutchi 1962), combined with several years of Navy ship reports and other isolated data.
Unfortunately however, both Sissenwine et al. (1973) and Atkinson (1974) began a trend of
incorrectly referring to ratios of average wind speeds. The former considers 5 min and 1 min
averages, while the latter considers 10 min and 1 min averages, while both additionally accept the
concept of a peak gust. Implicit in each development is that the estimated 1-min winds are indeed
the highest 1-min winds within either the 5-min or 10-min reference period and hence are not
random averages of wind speed but rather gusts.

In the mid-1970s Simpson (1974) and Saffir (1975) were influential in proposing a “hurricane
disaster-potential scale™ that extended the Beaufort scale ranges, and remains in prominent use
today in the USA. In the present context it is worth noting that while Saffir (1975) clearly labelled
the proposed index wind speeds as “2 or 3 5 gusts”, there is no similar confirmation in Simpson
(1974) as to the applicable averaging period. Subsequently, it appears that a popular assumption
was made to associate the Saffir-Simpson wind speed ranges with the so-called *1-min sustained™
wind. Potential consequences of this sequence of assumptions were recently raised by Sparks
(2003).

During the latter part of the 1970s the development of UK wind engineering structural design codes
was rapid, moving from earlier power law representations of the boundary layer vertical wind speed
profile (e.g. Newbury and Eaton, 1974) to the more theoretically-based logarithmic profile (e.g.
Deaves and Harris, 1978). Increasingly, attempts to better describe tropical evelone conditions were
made (Mackey and Ko 1975; Choi 1978; Spillane and Dexter 1976) and some important case
studies were presented (Padya 1975; Wilson 1979%.b). Atkinson and Holliday (1977) developed a
wind-pressure relationship for typhoons in the Western North Pacific based on adjusting measured
peak wind gusts to a 1-min average wind using recommendations from Sissenwine et al. (1973).
This relationship is still used extensively worldwide by tropical cyclone forecasters (Velden et al.
2006) as a part of the Dvorak (1984) intensity estimation technique.

In the 1980s the emerging discipline of wind energy fostered further theoretical study (e.g. Fordham
1985; Beljaars 1987a,b; Knstensen et al. 1989) while wopical cyclone related studies increased in
the North West Pacific region (Melbourne and Blackman 1982; Choi 1983; Ishizaki 1983; Naito
1988; [shida 1989; Mitsuta and Tsukamoto 1989). Many of these studies involved nearshore towers
or island-based measurements, although the results sometimes showed large variations in the
estimated gust factors, likely due to the wide range of exposures. In the Atlantic (Powell 1982,
1987) provided detailed analyses of landfalling Gulf of Mexico Hurricanes Frederic and Alicia,
comparing aircraft observations adjusted wsing the Powell (1980) boundary layer model with
surface measurements and determining representative surface gust factors for forecasting purposes.

In the offshore zone, some of the carliest reliable data on gust factors came from oceanographic
studies in the North West Atlantic (e.g. Wu 1982; Tieleman 1985; Smith and Chandler 1987) and
Dobson (1981), on behalf of the WMO, comprehensively considered the many issues concerning



reliable mean wind measurements at sea. Forristall (1988) was one of the first to propose a specific
gust factor model for tropical eyelones, using offshore platform data in the Gulf of Mexico.

In the Australian region, where design codes had traditionally followed UK practice, the devastating
impact of Tracy at Darwin in 1974 had already prompted a special allowance for tropical cyclone
conditions. Standards Australia (1989) further revised these recommendations to recognise an
increased turbulence regime during tropical eyvelone conditions, this being based largely on
subsequently measured data (e.g. Wilson 1979ab; Melbourne and Blackman 1982).

In the 1990s, Brown and Swal (1991) presented a review of available methods for estimating
strong wind pusts in general oceanic conditions but were unable to make comprehensive
recommendations. Northern European studies (e.g. Knistensen et al. 1991; Mahrt and Gibson 1992;
Asheroft 1994) continued to explore detailed mrbulent structures and gust factors, mainly over land.
One exception to these was a joint oil industry project (Andersen et al. 1991, 1992, 1993) that
specifically addressed marine exposure and has now become a recommended industrial standard for
both extra-tropical and tropical conditions (IS0 2003; API 2002).

In Japan, Hayashi (1991, 1992) continued the tradition of high quality spatial analyses and in
Europe, Wieringa (1992) provided a revised Davenport surface roughness classification system. In
the USA, interpretation of the growing database of offshore tropical cyelone winds both at
reconnaissance level and the surface became available (Powell and Black 1990) and a number of
significant and influential case studies appeared (e.g. Powell et al. 1991; Kraver and Marshall 1992;
Powell and Houston 1996; Powell et al. 1996; Schroeder et al. 1998).

Black (1993) provided insight to the historical use of gust factors in the NW Pacific and discounted
some of the later gust factor data from extra-tropical systems as being stability-affected. Holmes
(1997) proposed revised guidelines for estimating the wind averaging period that would eritically
affect structures of various scale. Sharma and Richards (1999) provided a review of contemporary
practices for specification of turbulence intensities and gust factors in tropical eyelone conditions,
suggesting that some present design allowances may be insufficient.

In the current decade, theoretical turbulence studies are still proceeding (e.g. Toriumi et al. 2000,
Brasseur 2001; Boettcher et al. 2003) but the increasing availability of higher quality insitu tropical
cyclone data in the USA from fixed CMAN and also mobile platforms has caused a sudden burst of
analyses (e.g. Sparks and Huang 2001; Schroeder et al. 2002; Paulsen et al. 2003; Paulsen and
Schroeder 2005; Vickery and Skerlj 2005; Masters et al. 2005).

Some of the latest insight into open ocean gust factors has now come from analysis of GPS
dropwindsondes (Franklin et al. 2003, Powell et al. 2003) and increasing demands are being placed
on agencies that provide community wind speed estimates (e.g. Sparks 2003, 2004) for more
relevant and accurate advices.

In summary, the science of the natural wind has progressed significantly since its beginnings in the
1930s, with the 1960s and 1970s dominated by applications in wind engineering, and the 1980s
onwards benefiting from better and more extensive datasets as a result of advances in computing
and storage technology. In the 1990s, knowledge of tropical eyvelone conditions in particular has
increased markedly. Notwithstanding the increased data however, interpretation still relies on
relatively robust concepts founded in the 1950s.






Table E-1 Comparison of recommended and traditional conversion factor approaches.

Conversion At-Sea Off-Sea | Off-Land | In-Land
Recommended s 2a00r' G s ssi0 103/ 1.11=| 1.05/1.17 | 1.06/1.22 | 1.08/1.28
Method 0.93 =190 =0.87 =().84
Comparison 1/G i sain (.95 0.90 0.86 (.83
Traditional See text .88

The origins of the traditional .88 (or its reciprocal, 1.13) are not entirely clear. Some users (e.z
Kamahori et al. 2006) cite Simiu and Scanlon (1978), and indeed the ratio Ggopaso0/Geosen as
caleulated from their §Eqn 2.3.30, does equal 0.88 provided that the roughness length 2, 1s taken to
be 0.02 m. The WMO (1993, §Section 1.3.3) value of 0.871 similarly follows from z4 = 0.05 m
provided that a nonlinear interpolation of the data in Simiu and Scanlon is made (Charles Neumann,
personal communication 2008). The ratio 0.88 can also be obtained from Durst (1960, §Table V11
with modifications noted by the text), which was subsequently used in Simiu and Scanlon’s
derivation. However, we note that both z5 = 0.02 m, z; = 0.05 m and Durst’s data are all
characteristic of open terrain land, and that the roughness length over the ocean is significantly
less''. Thus the long-standing use of this factor for tropical cyclone intensity conversion over the
sea appears incorrect. Indeed, applying Simiu and Scanlon (1978, §Eqgn 2.3.30) to a typical high-
wind marine zo = 0,002 m (e.g. Powell et al. 2003, Donelan et al. 2004, French et al. 2007) yields
0.91, which i1s closer to the at-sea ratio recommended here. Hence, while we have placed the
traditional 0.88 in the at-sea column of Table E-1 to reflect its extensive past usage, properly it
belongs in the at-land column.

Some have apparently noted that the factor 0.88 = Ga g/Gagg with these gust factor values taken
from the ocean values in WMO (1993, §Table 4.2) or BoM (1978, §Table 7.3). Possibly this
association has arisen from the close proximity of the latter table with a statement that the
appropriate conversion of intensity for averaging period over the ocean is 0,88, although no clear
citation of the source of 0.88 is given there. We regard such a connection as fundamentally
incorrect, since it implies a conversion via the maximum 2-5 gust, which does not necessarily occur
within either the maximum 1-min or 10-min reference periods, and nor s the maximum gust in a 1-
min period necessarily equal to the maximum gust in a 10-min period, as can be seen, for instance,
in Figure 2.3, Further, this line of argument inherently involves a confusion of reference and
averaging periods.

Unlike the idealised situation discussed above, real storms do not have infinite uniform wind fields.
One implication of this fact 1s that the averaging period should not be too long, due to the
requirements for stationarity (Section 2.5) and to not smooth out the important strong gradients near
the eyewall. A second is that an infinite reference period for the gust factors becomes inappropriate.
Searching for the maximum gust in space within a storm 1s akin to searching in time within an
anemometer record, and in principal at least, one could define a reference time equivalent T, to a
given reference area. For instance, we might define 7., so that in each case we are searching over
the same number of integral-scale’s worth of air for the maximum wind, remembering that one
search 1s linear and the other over an area. Having done so, it is straightforward to extend the above
reasoning and conclude that (g 7./Genreg 15 the appropriate intensity conversion factor. A
complication is that the size and shape of the maximum wind belt varies between tropical evelones
— narrow versus broad, confined to one quadrant versus quasi-axisymmetric, and small RMW vs
large. Thus the equivalent reference time T, is in principal situation-dependent. The maximum

" We also caution the reader that these authors frequently say “mean” when in fact they mean “gust”.



wind belt typically scales as 10's of km long and from a few to 10's of km wide. Noting that 10 km
along-wind is equivalent to 200 s for a mean wind of 30 m/s, and that the cross-wind turbulence
length scale is shorter than the long-wind one, we might reasonably expect that T, 1s typically of
the order of an hour or more. If, in addition, the storm is in near steady state, then an intensity
estimate should be valid for several hours, supporting an even longer T.,. Noting that the gust factor
asymptotes as the reference time increases, we therefore take T, = 3600 s for practical
computations.

The lower limit for Tuy 15 600 s, since it is impossible to have a 10-min gust within a shorter
reference period. This limit might be approached, but not reached, in a storm with a short and
narrow maximum wind belt, and noting that Ggopsen = 1. would justify the intensity conversions
contained in the middle row of Table E-1. This case should probably also be restricted to very
rapidly intensifying storms, where the intensity estimate is valid for only a short time. Comparing
the recommended Geop ss00'Gan 3500 to the limit 1/G g gan. the differences between these rows of the
table are not large, of the order of anemometer instrument error under good conditions, and much
less than intensity estimate error from Dwvorak (1984) or aircrafi-to-surface wind reduction
calculations. Hence there is no practical need to make this distinction and we advocate the use of
G 2600/ G g sson. The main weakness in this extension of the argument 1s that the true mean wind
speed 15 not uniform over the maximum wind belt, so the maximum gust might not coincide with
the maximum true mean wind. However this weakness is deemed to be immaterial in practice,
because the conversion factor 1s not very sensitive (o T,

One could note that the marine surface roughness, and hence the gust factor, depends on the wind
speed, implving that the intensity conversion factor should likewise vary. However, varving the
roughness length from 0.00035 m (fitted here via [, for “at sea”, and according to Eqn 11) to 0.003 m
{the potential upper limit indicated by Powell et al. (2003) and others) changes G sa00/'Gen seo0
from 0.928 to 0913 according to the ESDU method. Such shight sensitivity of about 1.6% is
negligible in the present context.

Thus we recommend that tropical cyclone intensity estimates in terms of the maximum 1-min mean
wind are converted to a maximum 10-min mean wind equivalent by multiplying by Gaog ssonGan 2e00
which, over the ocean for the gust parameterisation herein, equals 0.93. We note that this
conversion factor makes a smaller adjustment than has traditionally been used in the application of
the Dworak technique. This change is partly due to our use of an updated gust factor
parameterisation from that of Simiu and Scanlon (1978), but more that the previous factor seems to
have incorrectly applied open terrain, rather than marine, conditions. Our values thus imply a
modest numerical inerease of about 5% in the 10-min intensity estimate, relative to the equivalent
l-min value. We also emphasise that different conversion factors are necessary for different
exposures, a point that seems overdue for reconsideration and implementation. It can be noted that
in the extreme wind example of Section 3, that the ratio between the insitu directly measured

Vmaxgey and the Vmaxg for severe tropical eyelone Orson is 0,938, albeit at a higher elevation than
10 m.

In closing, we note that the above discussion 15 complex because of the long-standing practice of
defining tropical cyclone maximum intensity in terms of a wind gust. A definition of storm intensity
in terms of the mean wind speed would avoid such difficulties.



26. Assignment 2, Module 5: Saffir-Simpson Scale:
https://www.nhc.noaa.gov/aboutsshws.php?large

Saffir-Simpson Hurricane Wind Scale

Climatology | Names | Wind Scale | Extremes | Madels | Breakpoints

The Safiir-Simpson Hurricane VWind Scale is a 1 to 5 rating based only on a hurricane's maximum sustained wind speed. This scale does not take into account
other potentially deadly hazards such as storm surge, rainfall flooding, and tormmadoes.

The Safiir-Simpson Hurricane Wind Scale estimates potential property damage. While all hurricanes preduce life-threatening winds, hurricanes rated Category 3
and higher are known as major hurricanes®. Major humricanes can cause devastating to cafastrophic wind damage and significant loss of life simply due to the
strength of their winds. Humricanes of all categories can produce deadly storm surge, rain-induced fleods, and tornadoes. These hazards require people to take
proteciive action, including evacuating from areas vulnerable to storm surge.

*In the westemn Morth Pacific, the term "super typhoon" is used for tropical cyclones with sustained winds exceeding 150 mph.

Category Sustained Winds Types of Damage Due to Hurricane Winds
T74-95 mph Very dangerous winds will produce some damage: Well-construcied frame homes could have damage to roof,
1 64-32 kt shingles, vinyl siding and guiters. Large branches of trees will snap and shallowly roofed trees may be foppled.
119-153 km/h Exiensive damage to power lines and poles likely will result in power ocutages that could last a few fo several days.
96-110 mph Extremely dangerous winds will cause extensive damage: Well-consiructed frame homes could sustain major roof
2 83-95 kt and siding damage. Many shallowly rooted frees will be snapped or uprocted and bleck numercus roads. Near-total
154-177 km/h power loss is expecied with outages that could last from several days to weeks.
3 111-129 mph Devastating damage will occur: Well-built framed hemes may incur major damage or removal of roof decking and
(major) 95-112 ki gable ends. Many trees will be snapped or uprooted. blocking numerous roads. Elecricity and water will be unavailable
jor) 178-208 km/h for several days to weeks after the storm passes.

Catastrophic damage will occur: Well-built framed homes can sustain severe damage with loss of most of the roof

4 Iiﬁ-;ﬁgan‘:‘pth structure and/or some exterior walls. Most trees will be snapped or uprooted and power poles downed. Fallen trees
{major) 209 2'51 kmh and power poles will isolate residential areas. Power cutages will l1ast weeks to possibly months. Most of the area will
B be uninhabitable for weeks or months.
5 157 mph or higher  Catastrophic damage will occcur: A high percentage of framed homes will be destroyed, with total roof failure and wall
A 137 ki or higher collapse. Fallen trees and power poles will isolate residential areas. Power outages will |ast for weeks to possibly
(major)

252 kmvh or higher  months. Mest of the area will be uninhabitable for weeks or months.

Note: there is an embedded video at the above link which has not been included in this
document.


https://www.nhc.noaa.gov/aboutsshws.php?large
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high chance of being destroyed and the flying debris generated can shred nearby
manufactured homes. Newer manufactured homes can also be destroyed. Poorly
constructed frame homes have a high chance of having their roof structures removed
especially if they are not anchored properly. Unprotected windows will have a high
probability of being broken by flving debris. Well-constructed frame homes could sustain
major roof and siding damage. Failure of aluminum, screened-in, swimming pool
enclosures will be common. There will be a substantial percentage of roof and siding
damage to apartment buildings and industrial buildings. Unreinforced masonry walls can
collapse. Windows in high-rise buildings can be broken by flying debris. Falling and
broken glass will pose a significant danger even after the storm. Commercial signage,
fences, and canopies will be damaged and often destroyed. Many shallowly rooted trees
will be snapped or uprooted and block numerous roads. Near-total power loss is expected
with outages that could last from several days to weeks. Potable water could become scarce
as filtration systems begin to fail. Hurricane Frances (2004) is an example of a hurricane
that brought Category 2 winds and impacts to coastal portions of Port St. Lucie, Florida
with Category | conditions experienced elsewhere in the city.

Category Three Hurricane

(Sustained winds 111-129 mph, 96-112 kt, or 178-208 km/ h)

Devastating damage will occur

There is a high risk of injury or death to people, livestock, and pets due to flying and falling
debris. Nearly all older (pre-1994) manufactured homes will be destroved. Most newer
manufactured homes will sustain severe damage with potential for complete roof failure
and wall collapse. Poorly constructed frame homes can be destroyed by the removal of the
roof and exterior walls. Unprotected windows will be broken by flying debris. Well-built
frame homes can experience major damage involving the removal of roof decking and
gable ends. There will be a high percentage of roof covering and siding damage to
apartment buildings and industrial buildings. Isolated structural damage to wood or steel
framing can occur. Complete failure of older metal buildings is possible, and older
unreinforced masonry buildings can collapse. Numerous windows will be blown out of
high-rise buildings resulting in falling glass, which will pose a threat for days to weeks
after the storm. Most commercial signage, fences, and canopies will be destroyed. Many
trees will be snapped or uprooted, blocking numerous roads. Electricity and water will be
unavailable for several days to a few weeks after the storm passes. Hurricane Ivan (2004)
is an example of a hurricane that brought Category 3 winds and impacts to coastal portions
of Gulf Shores, Alabama with Category 2 conditions experienced elsewhere in this city.

Category Four Hurricane

(Sustained winds 130-156 mph, 113-136 kt, or 209-251 km/h)

Catastrophic damage will occur

There is a very high risk of injury or death to people, livestock, and pets due to flying and
falling debris. Nearly all older (pre-1994) manufactured homes will be destroyed. A high
percentage of newer manufactured homes also will be destroyed. Poorly constructed
homes can sustain complete collapse of all walls as well as the loss of the roof structure.
Well-built homes also can sustain severe damage with loss of most of the roof structure
and/or some exterior walls. Extensive damage to roof coverings, windows, and doors will
occur. Large amounts of windborne debris will be lofted into the air. Windborne debris
damage will break most unprotected windows and penetrate some protected windows.
There will be a high percentage of structural damage to the top floors of apartment
buildings. Steel frames in older industrial buildings can collapse. There will be a high



percentage of collapse to older unreinforced masonry buildings. Most windows will be
blown out of high-rise buildings resulting in falling glass. which will pose a threat for days
to weeks after the storm. Nearly all commercial signage, fences, and canopies will be
destroyed. Most trees will be snapped or uprooted and power poles downed. Fallen trees
and power poles will isolate residential areas. Power outages will last for weeks to possibly
months. Long-term water shortages will increase human suffering. Most of the area will
be uninhabitable for weeks or months. Hurricane Charley (2004) is an example of a
hurricane that brought Category 4 winds and impacts to coastal portions of Punta Gorda,
Florida with Category 3 conditions experienced elsewhere in the city. Hurricane

Iniki, which made landfall on Kauai in 1992, is an example of a Category 4 hurricane at
landfall in Hawaii.

Category Five Hurricane

(Sustained winds 156 mph or higher, 136 kt or higher, or 251 km'h or higher)
Catastrophic damage will occur

People, livestock, and pets are at very high risk of injury or death from flying or falling
debris, even if indoors in manufactured homes or framed homes. Almost complete
destruction of all manufactured homes will occur, regardless of age or construction. A
high percentage of frame homes will be destroved, with total roof failure and wall
collapse. Extensive damage to roof covers, windows, and doors will occur. Large
amounts of windborne debris will be lofted into the air. Windborne debris damage will
occur to nearly all unprotected windows and many protected windows. Significant
damage to wood roof commercial buildings will occur due to loss of roof sheathing.
Complete collapse of many older metal buildings can occur. Most unreinforced masonry
walls will fail which can lead to the collapse of the buildings. A high percentage of
industrial buildings and low-rise apartment buildings will be destroyed. Nearly all
windows will be blown out of high-rise buildings resulting in falling glass, which will
pose a threat for days to weeks after the storm. Nearly all commercial signage, fences,
and canopies will be destroyed. Nearly all trees will be snapped or uprooted and power
poles downed. Fallen trees and power poles will isolate residential areas. Power outages
will last for weeks to possibly months. Long-term water shortages will increase human
suffering. Most of the area will be uninhabitable for weeks or months. Hurricane
Andrew (1992) is an example of a hurricane that brought Category 5 winds and impacts
to coastal portions of Cutler Ridge, Florida with Category 4 conditions experienced
elsewhere in south Miami-Dade County.

Note: A “major’” hurricane is one classified as a Category 3 or higher.
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Saffir-Simpson Scale

Saffir-Simpson Scale

The Saffir-Simpson Hurricane Scale was developed as a tool for categorizing hurricanes
according to sustained wind strength, measured for one minute, at approximately 10 meters
(33 feet) above the water's surface. The categories consist of: Category One Hurricane: 74
to 95 mph sustained winds, which will deliver some damage. Category Two: 96 to 110 mph
sustained winds, creating widespread damage. Category Three: 111 to 130 mph sustained
winds, with overwhelming destruction. Category Four: 131 to 155 mph sustained winds,
producing catastrophic destruction Category Five: Sustained winds 155 mph or greater, with
catastrophic results

Ocean Temperature Measurement

Ocean Temperature Measurement

Tropical Rainfall Measuring Mission (TRMM) microwave imagers and Advanced Microwave
Scanning Radiometers (AMSR-E) measure temperatures of ocean surface waters, which
determine the direction a hurricane will travel and potential hurricane intensity. A floating
buoy dropped from an airplane sends out a spool of wire to determine the water
temperature and radios it back to the plane.



Satellites

Satellites

Scientist Vermon Dvorak developed a method for estimating hurricane strength by
comparing satellite images with physical charactenstics of the hurricane. This has become
the basis for hurricane forecasting models used by meteorologists. NASA satellites collect
hurricane data from space combined with computer-based climate mock-ups of sea surface
temperatures, rain, wind and wave height.

Buoys

Buoys

Buoys remain the last manmade structure in the waters in and near hurricanes, and
because they don't travel, buoys are suitable for the attachment of weather measuring
instrumentation. Buoys can measure wind and air pressure, water and air temperatures as
well as wind direction with anemometers, and they can measure sustained wind speeds Iin
one-minute increments.

Reconnaissance Aircraft

Reconnaissance Aircraft

Hurricane reconnaissance airplanes fly into hurricanes to measure wind speeds and
barometric pressure and visually inspect the ocean surface. Planes travel at altitudes of
approximately 10,000 feet and calculate wind measured at 10 meters abaove sea level
based on measurements at 10 000 feet. Dropsondes descend from the plane with a pint-
sized parachute to measure wind speed, providing approximate wind readings closer to the
water surface, but they only gather localized snapshots rather than sustained wind speed
information.



29. Assignment 2, Module 6: Tropical Cyclone Formation:
http://www.aoml.noaa.gov/hrd/tcfag/A15.html


http://www.aoml.noaa.gov/hrd/tcfaq/A15.html

How Do Tropical Cyclones Form?

In order for a tropical cyclone to form, several atmospheric and marine
conditions must be met.

Temperature & Humidity: Ocean waters should be 80° Fahrenheit at
the surface and warm for a depth of 150 feet, because warm ocean
waters fuel the heat engines of tropical cyclones. They also need an
atmosphere which cools fast enough with increasing height so that the
difference between the top and bottom of the atmosphere can create
thunderstorm conditions. A moist mid-troposphere (3 miles high) is
also needed because dry air ingested into thunderstorms at mid-level
can kill the convection.

Spin & Location: The Coriolis force is an apparent force that deflects
movement of air to the right coming from the MNorthern hemisphere and
to the left coming from the Southern hemisphere. The force is greatest
at the poles and zero at the equator, so the storm must be at least 300
miles from the equator in order for the Coriolis force to create the spin.
This force causes hurricanes in the Morthern hemisphere to rotate
counter-clockwise, and in the southern hemisphere to rotate
clockwise. This spin may play some role in helping tropical cyclones to
organize. (As a side note: the Coriclis force is not strong enough to
affect small containers such as in sinks and toilets. The notion that the
water flushes the other way in the opposite hemisphere is a myth.)

Wind: Low vertical wind shear (the change of wind speed and
direction with height) between the surface and the upper troposphere
favors the thunderstorm formation, which provides the energy for
tropical cyclones. Too much wind shear will disrupt or weaken the
convection.



Having these conditions met is necessary but not sufficient, as many
disturbances that appear to have favorable conditions do not develop.
Past work (Velasco and Fritsch 1987, Chen and Frank 1993, Emanuel
1993) has identified that large thunderstorm systems (called
mesoscale convective complexes) often produce an inertially stable,
warm core vortex in the trailing altostratus decks of the MCC. These
mesovortices have a horizontal scale of approximately 100 to 200 km
[75 to 150 mi], are strongest in the mid-troposphere (5 km [3 mi]) and
have no appreciable signature at the surface. Zehr (19592)
hypothesizes that genesis of the tropical cyclones occurs in two
stages:

Stage 1 occurs when the convective cluster produces a mesoscale
vortex. Stage 2 occurs when a second blow up of convection at the
mesoscale vortex initiates the intensification process of lowering
central pressure and increasing inflowing winds. Stage 3 is when
bands of rainshowers form along the inflowing winds. Stage 4 then
occurs when an eyewall and eye begin to form at the center of
circulation.



30. Assignment 2, Module 6: Tropical Cyclone Formation 2:
https://www.noaa.gov/jetstream/tropical/tropical-cyclone-introduction
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31. Assignment 2, Module 6: Saharan Air Layer Impact:
https://journals.ametsoc.org/view/journals/bams/85/3/bams-85-3-353.xml
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lations that raced ahead of their mid- and upper-level
deep convection, due to the influence of the SAL’s
midlevel jet.

The vertical wind shear created by the SAL
midlevel jet can be significant, but is often difficult to
resolve. First, there is limited lower- and midtropo-
spheric wind data available over the tropical Atlantic.
Although GPS index sondes are capable of detecting the
strong easterly wind surge often associated with the SAL
(see Fig. 3), their use is typically limited spatially and
temporally. Second, the SAL's shallow vertical extent
(~500-850 hPa) makes it difficult to detect using most
remote sensing platforms. For these reasons, the SAL's
easterly jet may not be generally well represented in
global models. Additionally, typical calculations of the
vertical wind shear that use the 850-hPa level to rep-
resent the lower-tropospheric winds may produce un-
derestimates in the presence of the SAL. Because the
850-hPa level is usually near the bottom of the SAL
(and possibly below it), the true magnitude of the low-
to-midlevel winds may be underestimated. The
broader 700-925-hPa layer is more useful for repre-
senting the wind in the lower troposphere and helps
to better resolve the strong vertical wind shear caused
by the SAL's low- to midlevel easterly jet,

EFFECTS OF THE SAL ON SPECIFIC AT-
LANTIC TCS. Hurricane Joyce; September 2000.
Hurricane Joyce formed from an AEW that was po-
sitioned several hundred kilometers ahead of a large
SAL outbreak. Favorable environmental conditions
allowed this AEW to develop from a weak tropical de-
pression late on 25 September 2000 to an 80-kt
(41 m s7') hurricane early on 28 September. The SAL
was positioned ~500 km northeast of Joyce on 26 Sep-
tember. It overtook Joyce late on 27 September (SAL
positioned < 2° from the TC circulation center) and
soon began to suppress convection in the storm.
Hurricane Isaac (located ~ 1500 km northwest of Joyce
at this time) intensified into a category-4 hurricane
as it recurved to the northwest and separated from the
suppressing influence of the westward-advancing
SAL. However, the SAL likely caused Joyce to weaken
by imposing low humidity and strong vertical wind
shear on the main circulation.! During the next 48 h,
Joyce weakened to a moderate tropical storm, and

' Although it is uncertain exactly how long it will take the SAL's
dry air and enhanced vertical wind shear to weaken a TC, the
time delay and extent of weakening are likely proportional to
the size and strength of the TC's circulation. This aspect of the
SAL requires further research.
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within 96 h it became a disorganized tropical depres-
sion. The sequence described above is illustrated in
Fig. 4's time series depiction of Joyce, Isaac, and the
SAL from 26 to 30 September, and in Fig. 5s best-
track intensity plot for Joyce.

Early on 28 September marked the beginning of
Joyce's weakening trend. Prior to this, the Statistical
Hurricane Intensity Prediction Scheme (SHIPS;
DeMaria and Kaplan 1999) had been underforecast-
ing the 24- and 48-h intensities for Joyce (Fig. 5).
Figure 5 indicates that after the SAL reached Joyce,
the SHIPS 24- and 48-h intensity forecasts were over-
estimated by as much as ~40-55 kt (~20-28 m s7'),
likely due to increased vertical wind shear and dry air
entrainment, which were not effectively represented
by the model data used in the SHIPS scheme. GOES-
8 low-level (600-925 hPa) cloud-drift winds indicated
that the SAL wind-surge strength was 10-18 m s' just
northeast of Joyce. Consequently, the vertical wind
shear northeast of Joyce increased to 40-60 kt (20-
30 ms™') by 0000 UTC on 28 September (Fig. 6). The
University of Wisconsin—Madison (UW) Coopera-
tive Institute for Meteorological Satellite Studies
(CIMSS) wind shear calculation shown in Fig. 6 is
calculated by differencing the winds in the 150-
350-hPa and 700-925-hPa layers using data from the
U.S. Navy Operational Global Atmospheric Predic-
tion System (NOGAPS) model and GOES water va-
por and cloud-drift satellite winds. This algorithm
removes the circulation associated with the TC vor-
tex from the grid field and uses bilinear interpolation
to replace the vortex region with environmental val-
ues that surround the storm.

The UW CIMSS vortex extraction procedure may
produce underestimates of vertical wind shear in cases
like Hurricane Joyce, where the northeast SAL quad-
rant of the storm contains high wind shear (40-60 kt,
20-30 m s7') and the other non-SAL quadrants have
much lower values of wind shear (0-10 kt, 0-5m ™).
SHIPS calculates vertical wind shear by averaging the
shear values in the 200-800-km radius around the TC.
This technique will also tend to underestimate the

Fic. 4. (facing page) GOES SAL-tracking satellite im-
agery time series showing Hurricane Joyce’s interac-
tion with the SAL (top) 1200 UTC 26 Sep 2000, (middle
top) 1200 UTC 27 Sep 2000, (middle bottom)
0000 UTC 29 Sep 2000, and (bottom) 0000 UTC 30 Sep
2000. The yellow-red shading indicates likely SAL re-
gions and increasing amounts of dust content and dry
lower-tropospheric air, as detected by the GOES im-
agery. The dotted lines indicate the western and south-
ern boundaries of the advancing SAL.





















32. Assignment 2, Module 6: Wind Shear: https://www.aoml.noaa.gov/impact-of-wind-shear-
on-tropical-cyclone-intensity/
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When wind shear is southerdy (top image), the downward moving cool, dry air left-of-shear is in the same location (northwest
quadrant) as the cool, dry air in the environment. Additionally, the area of environmental warm, moist air ceincides with the area
of inward moving warmn, moist air {(southeast guadrant].

This overlapping cool, dry air in the northwest guadrant and overlapping warm, moist air in the southeast quadrant leads to an
asymmetric distribution of temperature and moisture around the storm, which is unfavorable for intensification because the
warm, maist air that tropical eyclones require to sustain their strong thunderstorms and intensify is limited.

In zontrast, when the wind shear is northerly (bottomn image), the downward moving cool, dry air left-of-shear is in the northeast
quadrant in a region of warm, moist environmental air. In this scenario, the inward moving warm, moist air coincides with the
region of cool, dry environmental air.

Since these air masses partially cancel each other out, the temperature and moisture near the ocean surface in environments
of northerly wind shear are more symmetrically distributed around the tropical cyclone, making these storms maore likely to
intensify. Conversely, tropical cyclones exposed to southedy wind shear environments have a more asymmetric distribution of
temperature and moisture, making them less likely to intensify.

These relationships show that tropical cyclone structure and intensity are directly influenced by the surmounding environment
and that knowledge of the wind environment provides tropical cyclone forecasters with another tool to predict intensity change.
helping better protect both Iife and property.



33. Assignment 2, Module 6: Hurricane Formation:
https://www.weather.gov/source/zhu/ZHU_Training_Page/tropical_stuff/hurricane_anatomy
/hurricane_anatomy.html
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6. The sixth ingredient is that of a tropical wave. Often hurricanes in the Atlantic begin as a thunderstorm complex that
moves off the coast of Africa. It becomes what is known as a midtropospheric wave. If this wave encounters favorable
conditions such as stated in the first five ingredients, it will amplify and evolve into a tropical storm or hurricane.
Hurricanes in the East Pacific can develop by a midtropospheric wave or by what is known as a monsoonal trough.

Additional items...

» Each year, an average of ten tropieal storms develop over the Atlantic Ocean, Carribean Sea, and Gulf of Mexico.
Many of these remain over the oeean. Six of these storms become hurricanes each year. In an average 3-year period,
roughly five hurricanes strike the United States coastline, killing approximately 50 to 100 people anywhere from Texas
to Maine. Of these, two are typically major hurricanes (winds greater than 110 mph).

+ Typical hurricanes are about 300 miles wide although they can vary considerably in size.

* The eye at a hurricane's center is a relatively calm, clear area approximately 20-40 miles across.

* The eyewall surrounding the eye is composed of dense clouds that contain the highest winds in the storm.

o The storm's outer rainbands (often with hurricane or tropieal storm-force winds) are made up of dense bands of
thunderstorms ranging from a few miles to tens of miles wide and 50 to 300 miles long.

e Hurricane-force winds can extend outward to about 25 miles in a small hurricane and to more than 150 miles fora
large one. Tropical storm-force winds can stretch out as far as 300 miles from center of a large hurricane.

e Frequently, the right side of a hurricane is the most dangerous in terms of storm surge, winds, and tornadoes.
e A hurricane's speed and path depend on complex ocean and atmospheric interactions, including the presence or
absence of other weather patterns. This complexity of the flow makes it very difficult to prediet the speed and direction

of a hurricane.

e Do not focus on the eye or the track-hurricanes are immense systems that can move in complex patterns that are
difficult to predict. Be prepared for changes in size, intensity, speed and direction.



35. Assignment 2, Module 6: Hurricane Decay:
https://www.hurricanescience.org/science/science/hurricanedecay/
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36. Assignment 2, Module 7: Factors that Hinder Development:
https://hurricaneville.com/factors-that-hinder-
development/#:~:text=Tropical%20cyclones%20such%20as%20tropical,or%20even%20dissipate
%20them%20altogether.

What causes hurricanes to decay and dissipate? Hurricanes can become very powerful, but they're not immortal. Tropical cyclones
such as tropical storms and hurricanes have a finite life span and their share of enemies. Factors that hinder development include
cooler sea surface temperatures, hostile upper-level winds, land, and sinking air that all inhibit further strengthening, or even
dissipate them altogether.

Colder sea surface temperatures - Warm water is the engine of all tropical cyclones. Sea surface temperatures must be at or above
80 degrees Fahrenheit in order for a tropical storm or hurricane to flourish. Anything colder than that will cause the storm to weaken
or even dissipate.

Shearing winds aloft - Tropical storms and hurricanes are “vertically stacked systems.” That means that clouds in the hurricane
engine build vertically to great heights in the troposphere and lower stratosphere. In order for this to happen, these storms must
have light winds aloft. Hostile upper-level wind conditions produce shearing, which blows off the high cloud tops of these storms and
causes them to become disorganized.

Sinking air - Sinking air, or subsidence from high pressure such as the subtropical ridge can also inhibit development. Again,
hurricanes are vertically stacked systems so they need to have air rise from the surface to the upper levels. Sinking air from high
pressure hinders thunderstorm development, which is a critical element in hurricane strengthening.

Land, of course - The ultimate hindering factor to hurricanes is of course land. When hurricanes or tropical storms make landfall, the
friction caused by a large land mass, and their terrain cuts off the hurricane’s circulation, and squeezes out the storm’s moisture. In
some cases, rugged terrain such as mountains can squeeze out tons of moisture, which in turn produces heavy rainfall and flooding.



https://hurricaneville.com/factors-that-hinder-development/#:~:text=Tropical%20cyclones%20such%20as%20tropical,or%20even%20dissipate%20them%20altogether.
https://hurricaneville.com/factors-that-hinder-development/#:~:text=Tropical%20cyclones%20such%20as%20tropical,or%20even%20dissipate%20them%20altogether.
https://hurricaneville.com/factors-that-hinder-development/#:~:text=Tropical%20cyclones%20such%20as%20tropical,or%20even%20dissipate%20them%20altogether.

37. Assignment 2, Module 7: Hurricane Development:
https://www.hurricanescience.org/science/science/development/
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38. Assignment 2, Module 7: Factors that Strengthen and Weaken Hurricanes:
https://blog.ucsusa.org/brenda-ekwurzel/hurricane-watch-checklist-four-factors-that-
strengthen-and-four-that-weaken-tropical-cyclones
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Figure 2: Sea Surface Temperature Map for August 23, 2012, I added a few labels to
supplement the original tinmy font in this NOAA figure. The left most end of the color
bar scale is -2.0 degrees Celsius (284 deyrees Fahrenheit) and the right most
number is 34.3 degrees Celsius (93.7 degrees Fahrenheit). The color greater than the
26 degrees Celsius (eritical for tropical cyclones) is also indicated in a few places.

Next it is worth checking on conditions for vertical wind
shear - a change in wind speed or direction with altitude. If
the shear is relatively weak, than warm moist air can rise and
condense into rain releasing heat in a concentrated region
helping to fuel the cycle shown in figure 1. If there is higher
wind shear, the region where the heat is released is
distributed over a larger area dissipating the energy
compared to the more concentrated area in the low wind
shear case. We can think of it as upper level winds blowing
the upper level heat away.

Third look for dry air nearby to the tropical storm or
hurricane that can be pulled in and deprive the hurricane of
much needed moisture. If there are dry patches nearby or
along the projected storm track this can give some solace. 1f
moist air abounds, pay closer attention to the forecast.
NOAA has made great progress in having more accurate
hurricane storm tracking, leading to smaller land areas that
need evacuation alerts. Hurricane intensity projections are
still an active area of research.

Finally, given the important role that moist air plays, land
area compared to ocean area really matters. Land, even with
some lakes, hardly can compare to a vast ocean surface area
ready to deliver moisture to a storm along the ocean portion
of the storm track. That is if the water is warm enough. For
example, even during hurricane season, vigorous winds from
a prior storm can churn the waters bringing colder deeper
waters to the surface putting the brakes on hurricane
development.

As land dwellers we can breathe sigh of relief when the
season slides toward fall and the ocean waters start to cool
and the winds start blowing harder as the temperature
difference between the tropics and the polar regions
increases. Until next summer when I pull out my hurricane
watch check list again.



39. Assignment 2, Module 7: Empirical Model for Predicting Decay:
https://journals.ametsoc.org/view/journals/apme/34/11/1520-
0450_1995_034_2499_asemfp_2_0_co_2.xml
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A Simple Empirical Model for Predicting the Decay of Tropical
Cyclone Winds after Landfall
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(Manuscript recerved 26 January 1993, in final form § May 1995)

ABSTRACT

An empirical model for predicting the maximum wind of landfalling tropical cyclones 15 developed. The
maodel is based upon the observation that the wind speed decay sate after landfall is proportional to the wind
speed, Observations alse indicate that the wind speed decays 1o a small, but nonzero, background wind speed.
With these assumplions, the wind speed is determined from a simple two-parameter exponential decay model,
which is a function of the wind speed at landfall and the tme since landfall. A correction can also be added
that accounts for differences between storms that move inland slowly and storms that move inland rapidly. The
maodel parameters are determined from the Mational Huerricane Center best frack intensities of all LS. landfalling
tropical cyclones south of 3TN for the pericd 1967-93. Three sicrms that made landfall in Florida prier to
1967 were also included in the sample. Results show that the iwo-parameter model explains 91% of the variance
of the best track intensity changes. When the correction that accounts for vanations in the distance inland is
added, the model expluns 93% of the varance.

This model can be usad for operational forecasting of the maximum winds of landfzlling tropical cyclones.
It can also be wsed to estimate the maximum inland penetration of hurricane force winds (or any wind speed
threshold ) fior a given initial storm imensity, The maximum winds at an inland point will ocour for a storm
that moves inland perpendicular to the coastling, Under this assumption, the maximum wind at a fixed poin
becomes a function of the wind speed at landfall and the translational speed of motion. For planning purposes,
maps of the maximum inland wind speed can be prepared for varous initial storm intensities and speeds of
motion. The model can also be applied 1o the entire wand feld of an individual storm 1o provide a two-
dimensional field of the maximum wind during a given storm, Examples of cach of these applications are
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presented.

1. Introduction

The recent landfalls of Hurricanes Hugo { 1989 ) and
Andrew ( 1992} have illusirated the need for more ac-
curate predictions of the inland effects of hurricane
winds. Unlike most previous LS. landfalling hurri-
canes, the majority of the 36 deaths and most of the
estimated $30-340 billion in damage directly atiributed
to these storms were due to the effects of wind rather
than storm surge (U.S. Department of Commerce
1993; National Research Council 1994). At the time
that Hugo and Andrew made landfall, forecasters at
the National Hurricane Center (NHC) relied on past
experience to make inland wind forecasts since none
of the operational tropical eyclone (TC) prediction
models provided intensity forecasis over land. Begin-
ning in 1992, a three-dimensional TC prediction model
developed at the Geophysical Fluid Dynamics Labo-
ratory ( GFDL ) provided near-real-time overwater and
overland track and intensily forecasts to the NHC

Covresponding ancher address; John Kaplan, AOML/NOAA,
Hurricane Research Division, 4301 Rickenbacker Causeway, Miami,
FL 33149,

{Bender et al, 1993). Lawrence and Gross ( 1993, 1994)
have shown that the GFDL model overwater track
forecasts had considerable skill compared to the other
tropical cyclone track models that NHC employed
during the 1992 and 1993 hurricane seasons. However,
their results also indicated that the GFDL overwater
intensity forecasts were somewhat worse, on average,
than those produced by the other intensity models. To
date, no comprehensive evaluation of the GFDL over-
land intensity forecasts has been performed.

In contrast to the rather sophisticated GFDL model,
most previous attempts to model the decay of TCs over
land have been empirical. In one of the earliest such
studies, Hubert { 1955) found that hurricancs making
landfall along the Atlantie coast of the United States
filled more rapidly than those that made landfall along
either the Gulf of Mexico or Florida coastlines. Malkin
{1959 performed a similar study and determined that
there was a tendency for the most intense hurricanes
to fill the most rapidly. He also found that the filling
rate of hurricanes decreased as the percentage of the
storm's underlying circulation that was over water in-
creased. More recently, Schwerdt et al. (1979) and Ho
et al. { 1987) showed that hurricanes making landfall
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along the Gulf of Mexico coastline filled most rapidly,
while those that made landfall along the Florida coast-
line filled the slowest.

The primary emphasis of the above studies was the
evaluation of the decrease in the pressure gradient be-
tween the TC center and the surrounding environment
as a function of time since landfall. In several of these
studies, some form of the gradient or cyclostrophic
wind equation was used to estimate the overland max-
imum wind speeds consistent with these pressure gra-
dients. Batts et al. ( 1980) developed a slightly more
sophisticated model for determining the maximum
possible inland wind speeds. In their model, the de-
crease in the pressure gradient after landfall was ob-
tained using an empircal equation that was a function
of the time a TC was over land and the angle at which
the storm crossed the coastline, The inland wind speeds
of the TC were then computed as a function of the
azimuthal and radial distance from the storm center
using an approximate form of the gradient wind equa-
tion. Batis et al. assumed that the translational speed
of the storm resulted in an asvmmetric wind field where
the strongest winds were always in the right rear quad-
rant. Also, the inland wind speeds were reduced to ac-
count for the sudden increase in surface roughness ex-
pericnced immediately after a TC makes Tandfall,
Georgiou ( 1985) used a similar approach but added a
level of complexity by employing a modified version
of Shapiro's ( [983) hurricane planetary boundary laver
maodel to predict both inland wind speeds and direc-
tions. The decrease in the pressure gradient after land-
fall required 1o run this model was determined by an
empirical relationship developed for four separate re-
gions of the United States. Unlike most previous stud-
1es, the filling rates obtained by Georgiou were a fume-
tion of distance inland rather than time inland.

In this study, a simple empirical model for predicting
TC wind speeds afier landfall is described. This model
directly predicts the decrease in wind speeds, rather
than predicting the pressure increase and then inferring
the winds from the pressure. A correction term that
accounts for the distance a TC is inland is included in
the model, This term is used to account for storms that
move at some angle 1o the coastline rather than per-
pendicular to the coast at landfall. The dataset used to
develop the model 15 described in section 2, and the
derivation of the model is discussed in section 3. Ap-
plications of the decay model are presented in section
4. Conclusions and ideas for future research are dis-
cussed in section 5.

2. Data

The database used to derive the decay model consists
of all named TCs that made landfall in the United
States from 1967 to 1993, and a few additional TCs
that made landfall along the Florida coastline prior to
1967, Tropical cyclone position and intensity estimates
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for the 1967-93 cases were obtained from the HUR-

DAT file maintained by WHC (Jarvinen et al. 1988).

The lone exception is for the intensity estimates of

Hurncane Andrew (1992) over Florida, which were

obtained from Powell and Houston ( 1995, unpublished

manuscript). The HURDAT file consists of 6-h esti-

mates of position, central pressure, and maximum sus-

tained 1-min surface wind speed (MSSW) for all

named Atlantic TCs from 1886 to 1993, Landfalling

TCs prior to 1967 were not used in this study because

Meumann { 1994) found that the HURDAT file is less

reliable for pre-1967 events, The problem with these -
earlier events is that TC position and intensity estimates

were only archived once per day before 1931 or twice

per day prior to the mid-1950s. From the mid-1950s

to the mid-1960s, positions and intensities were deter-

mined every 6 h, although not all of the 6-h values
were saved. Consequently, interpolation was necessary

to obtain the intermediate 6-h position, central pres-
sure, and wind estimates for many TCs during the pre-
1967 era. This was accomplished by employing non-
linear interpolation to estimate the intermediate 6-h
paositions, while a simple linear interpolation between
existing intensity estimates was used to obtain the in-
termediate wind speeds and pressure, Neumann found
that while this technique worked fairly well when a TC
was over water, serious problems were detected in some
overland position and intensity estimates. He indicated
that the problems with overland intensity estimates
were especially troublesome because a lincar interpo-

lation scheme was used to obtain intensity estimates

at intermediate times even though the decav of TCs
has been shown 1o be nonlinear (Malkin 1959,

Schwerdt et al. 1979; Ho et al. 1987). The errors in
the overland positions, while not as serious as those
for the overland imensities, did result in some storms
crossing the coastline at incorrect locations. Thus, ex-
cept for a few Florida landfalling cases that were hand
analyzed, only TCs that made landfall from 1967 to
1993 are used in this study.

The sample was also restricted to TCs that made
landfall from ncar the Texas-Mexico border to the
Morth Carolina—Virginia border. Tropical cyclones
making landfall outside the United States were ex-
cluded because fewer surface observations are routinely
available for the poststorm analysis in these regions,
Tropical cyclones making landfall north of the North
Carolina-Virginia border were not used because they
likely have differemt decay properties than those in
other regions. These differences are probably due to
more frequent interactions with extratropical systems
as well as the comparatively large variations in the ter-
rain type {i.e., forest, hills, etc.) encountered after
landfall. Moreover, TCs in this region are typically
weakening at landfall due to the effects of the cooler
surface waters at these latitudes. Consequently, the as-
sumption made later in this paper ( section 3 ) that TCs
exhibit little change in intensity just prior to landfall
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is clearly not valid for this region. For these reasons, a
separate study of the decay of TCs in this area is
planned for the future.

Because relatively few hurricanes made landfall
along the Florida coastline during the period 1967-93,
it was desirable to include a few hurricanes that made
landfall in this area prior to 1967, This is particularly
important for evaluating the claim of previous authors
i Malkin 1959; Schwerdt et al. 197%; Ho et al. 1987)
that TCs making landfall along the Florida coastline
fill less rapidly than TCs in other regions in the United
States (e.g.. Gulf Coast). As discussed above, the
HURDAT file is less accurate prior to 1967, Therefore,
surface data archived ai the National Climatic Data
Center (NCDC) in Asheville, Morth Carolina, were
employed o aid in determining TC position and in-
tensities for Hurricanes Donna (1960) and Cleo
(1964 ), Wind data were also obtained for the unnamed
1949 Florida hurricane from a study by the US,
Weather Bureau {1951). These storms were chosen
because of the availability of surface observing stations
along the path of these hurricanes. Details of the pro-
cedures used to obtain MSSW cstimates for these Flor-
ida hurricanes are contained in the appendix.

The MSSW estimates that were obtained for the three
Forida hurricanes by the procedures descnbed in the
appendix were, on average, approximately 20 ki lower
than those in the HURDAT file. Since previous studies
{ie., Powell et al. 1991 ) indicate that wind speeds just a
few kilometers inland are only about 80% as large as the
winds on the coast, the higher wind speed values in the
HURDAT file could, in part, be the result of estimating
inland wind speeds by interpolating between the higher
wind speeds observed on the east and west coasts of Flor-
ida. Whatever the reason for these differences, it is be-
lieved that the intensity estimates for the landfalling Flor-
ida hurricanes used in this study, while not perfect, are
comparable in accuracy 1o those found in the HURDAT
file commencing in 1967,

The tracks of the three landfalling Florida hurricanes
as well as the other 64 landfalling TCs used 1o denive the
decay model are depicted in Fig. 1. The sample includes
401 MSSW estimates (at &-h inlervals) from these &7
TCs. Nearly all of these TCs dissipated, became extra-
tropical, or moved back over water within 48 h. The
average postlandfall duration of each TC was 17 h, and
the average decrease in the MSS5W was 28 kt. In this
paper, knots are used instead of meters per second because
the MSSW values in the HURDAT file are specified in
5-kt increments. More important, this decision was made
because the decay model is being developed for opera-
tional use by the NHC and the Federal Emergency Man-
agement Agency, both of whom provide wind forecasts
and warnings in units of knots,

3. Model development

Previous observational { Miller 1964) and numerical
modeling studies { OQovama 1969; Rosenthal 1971 Tu-
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Fug. 1, Tracks of the 67 landfalling TCOs used 1o develop
the decay model.

leya et al. 1984 ) have shown that the primary mech-
anism responsible for the rapid decay of TCs afier
landfall is the greatly reduced latent and sensible heat
fluxes over land. More recently, Tuleya [ 1994) dem-
onstrated that the reductions in these fluxes were due
to the decreased land temperature beneath the storm
center. This reduction in surface land temperature was
a result of the finite heat capacity and conductivity of
the soil subsurface. The above modeling studies, as well
as observational studies performed by Schwerdt et al.
(1979) and Ho et al. { 1987 ), have also shown that the
rate of decay of TCs is largest just after landfall and
that the decay rate is proportional to the landfall in-
tensity.

The availability of the relatively large database ob-
tained for the current study makes it possible 1o eval-
vate these findings by examining the decrease in the
MSSW of all landfalling TCs in this data sample. In
this study, the landfall intensity was assumed to be the
MSSW ai the time the TC crossed the coastline. Since
the HURDAT file does not contain either the time or
the intensity of the TC at landfall, it was necessary to
estimate this information from the available data. The
time of T'C landfall was obtained by linearly interpo-
lating the HURDAT positions 1o the landfall point.
The intensity at landfall was assumed to be the MSSW
at the time closest to but proceeding landfall. Thus,
since the HURDAT file has 6-h resolution, this MSSW
could be representative of the storm intensity up to
& h prior to TC landfall. While these procedures could
introduce some uncertainty, Merrill { 1987 ) found that
the median 12-h intensity change for Atlantic TCs
within about 200 km of the coastline was nearly zero.
Therefore, while the MSSW values at landfall may be
inaccurate for some TCs, they should be reasonable
for the majority of the cases emploved in this study.
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Fra. 2. The mean change in MSSW as a funciion of the elapsed
time after landfall for the mean tropical storm (T5), weak hurmcane
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Tao illustrate the effect of initial intensity on decay
rate, all TCs were placed into one of three stratifica-
tions—tropical storm (35 = MSSW = 63), weak hur-
ricane (64 = MSSW = 94), and major hurricane
(MSSW = 97 )—based on their MSSW (ki) at landfall.
Figure 2 shows the average intensity of each of these
stratifications as a function of the e¢lapsed time after
landfall. This figure indicates that although the rate of
decay of the MSSW of major hurricanes exceeds the
decay rate for both weak hurricanes and tropical
storms, the shapes of the decay curves are quite similar.
Figure 2 also suggests that TCs decay to approximately
the same MSSW after about 24-30 h regardless of their
intensity at landfall. It is interesting to note that even
the averape major hurricane falls below hurricane in-
tensity in about 7 h and below tropical storm strength
in about 20 h,

a. Derivation of the decay model

The assumption that TCs decay at a rate that is pro-
portional to their landfall intensity is the basis of our
empirical inland wind decay model { IWDM ) and can
be expressed by the following differential equation:

L
dr
where I (kt) is the MSSW, o is the decay constant

{h™", and ¢ (h)is the time after landfall. The solution
10 (1) is given by

—al, ()

Vi) = Voe™™,

where ¥, is the MSSW at 1 = 0.

As shown in Fig, 2, the MS5W decays to some back-
ground wind speed V. This effect can be included by
adding an extra term to {1} to give

(2)
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—= -l =V 3
e af s (3)
which has a solution given by
Ve = Vp+ (Vy — Fale™™, (4}

The observational results of Myers ( 1954), Schwerdt
etal. (1979), Powell {1982, 1987), and Powell et al.
{1991} indicate that hurricane winds decrease abruptly
as the landfalling storm crosses the coastline. Powell
et al. (1991 noted that this rapid decrease in wind
speed occurs within a few kilometers of the coastline
as onshore winds quickly adjust to the increased
roughness of the underlying land surface, Conse-
quently, VFyin {4} is multiplied by a reduction factor
R to account for this rapid decrease to give

V(t)= Vy+ (RVy — Vy)e ™. (5)

The parameters Fp and o in (5) were determined
by minimizing the crmor between the predicted and
observed values of ¥ using the method of least squares
for a range of R values. Table | indicates that the van-
ance explained r* by the IWDM generally exceeds 90%,
The relatively high r? values in the table demonstrate
that the model does a good job of reproducing the decay
rate of the landfalling cases. A slightly better fit was
obtained with B = 1.0 or (0.9 than with 0.8 or 0.7, The
slight increase in the mean absolute error (AE) and
the root-mean-square error { rmse) with B = 0.8 or 0.7
resulted from underestimation of the MSSW for data
points within 12 h of landfall. Table 1 also shows that
the magnitude of o« decreases as R decreases, but the
magnitude of ¥ is nearly the same for all B values.
The relatively constant ¥, value is consistent with Fig.
2, which shows that after landfall TCs decay 10 the
same MSSW regardless of their initial intensity.

b. Correection for proximity to the coastline

The resulis of Malkin { 1959 ) suggest that TCs whose
circulations are partially over water decay less rapidly
than those that are entirely over land, This result seems
reasonable since a TC that remained partially over wa-
ter would presumably experience larger fluxes of heat
and moisture than a TC entirely over land. To deter-
mine if such a mechanism could be observed in the

TaBLE 1. The variance explained . mean shsolute error AE, root-
mean-square ermor rmse, and o and V, coefficients obiained for a
series of B values used in the IWIDM,

rt AE rmse @ Fi
R ) (k1) (k1) ih (kt}
L0 91 6.4 BA 01158 270
0.9 a1 6.5 BA 0,005 26.7
0.8 91 10 92 0,080 269
0.7 ] 80 1.4 0,069 28.0
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Fic. 3. The relationships between the IWDM error £ and the mean
distance inland & of & TC during the forecast period, The best-fit
ling for these points is also shown,

current dataset, the average distance inland £ was cal-
culated for each observation, Figure 3 is a scatter dia-
gram where the yaxis is the error £ between the MSSW
predicted using (5) (assuming & = 0.9) and the ob-
served MSSW, and the x axis is 2. Also shown in Fig.
3 is the best-fit line for these points. A logarithmic re-
lationship was emploved rather than a linear relation-
ship because of the superior fit obtained when using
such a technigue.

Although the data points exhibit considerable scatter,
Fig. 3 suggests that on average the IWDM tends to
underpredict (£ < 0) the MSSW of landfalling TCs
closest to the coastline while overpredicting (£ = 0)
the MSSW of TCs farther inland. However, Fig. 3 also
indicates that the average model bias is fairly small (E
= ~ 5§ kt}, except very near the coastline where a more
significant negative bias is evident. This negative bias
suggests that storms nearer to the coastline decay less
rapidly than those farther inland as suggested by Malkin
{19597, Shea and Gray (1973 ) and Samsury and Zipser
(1995) found that the mean radiuvs of maximum wind
of hurricanes is approximately 33 km. Moreover, Jor-
gensen ( |984) and Black et al. {1995, unpublished
manuscript ) determined that the mean width of the
cyewall of hurricanes is about 20-25 km. The resulis
of Jorgensen (1984) also indicate that on average
slightly more than 30% of the eyewall convection lies
beyond the radius of maximum wind. These results
indicate that, on average, the eyewall convection sur-
rounding the mean TC extends 50 km from the TC
center. Figure 3 indicates that on average the IWDM
predicts too much decay for TCs with £ = 70 km. This
result is consistent with the above inner-core studies
and suggests that when D = 70 the eyewall of many
TCs remains partially over water, resulting in less decay
than is observed for TCs for which I exceeds 700 km.

To include the effect of the distance inland, a cor-
rection term C was added 1o (5) o give
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Fity= Fy+ (RVy = e ™ = C, (6)
where C is expressed by
D
O = Inj—1\|+ & 7
" “(Du)] t

and D is restricted using 2 = 1. In (7), D is specified
in units of kilometers, Dy = | km, and the slope m and
intercept b are constants determined by a least squares
fit. Inspection of the size of the AE with time indicates
that smaller model errors result when the values of m
and & in (7) are allowed 1o vary with time. Figure 4
shows the values of m and b obtained for forecasts
grouped in 6-h forecast periods assuming & = 0.9. Best-
fit curves for # and b as quadratic functions of time
are also shown in Fig. 4. These best-fit curves are used
to determine mrand b in (7 ) to obtain forecasts of (1),
which are continuous in time. The best-fit curves for
m and b for the R = 0.9 case are given by
mo= gty — )

(8)

and

b= dnr“ﬂ - FL

(9)

Time (h)
o T T T T T T T
-5 b
-10 - ®
-
15 B
=
30 -
L
-15 L .
L]
L]
S30
-
.Js i i L i A L 1 1 i L i 1
a & 1z 18 14 0 36 42 48
Time (h)

Fic. 4. The vaniation of the slope s (lop) and intercept b (bodtom)
of the correction term employed in the IWDM as a function of forecast
time. The quadratic best<fit lines for these points are also shown,
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TapiLe 2. As in Table | except for the version of the TWDM that
includes a cormection term that accounts for the mean distance inland
I of 8 TC duning the forecast period. The results from Tabie | are
shown in parentheses to facilitate companison between the wo
versions of the I'WDM.

r AE rmse P ¥,

B (%) (kt) (k1) {h"} (kt}
10 92(91) 64(64) B4(EE QIS5 27.0(27.00
09 93091 6.2(63) BO(RR) 0095 (D095 26.7(28.7)
08 93091 63700 B9 080 008D 26.9 (26.9)
0.7 9189 68 (B0 BE (14} 0069 (0069 280 (28.0)

where ¢; = 0.0109 kt h™2, oy = —0.0503 kt h ™, and
fo = 50 h.

Table 2 shows the error statistics for the IWDM using
the values of ¢ obtained from { 7). This table indicates
that the use of the correction term results in an increase
in r* of about 1%-3% depending upon which R value
was employed in the model. The table also shows that
the size of the AE and the rmse are reduced by ap-
proximately 0% 15% and 3%-15%, respectively, when
the correction term is included. While these improve-
ments are not particularly large, they do sugpest that
correcting for the distance inland of a TC during the
forecast period adds some skill to the the basic version
of the IWDM model. No changes are observed in the
values of o and V), since the correction term simply
fits the residual error of the basic decay model.

The results in Table 2 indicate that the use of an R
of (1.9 yields the smallest errors { AE and rmse ) for the
case when the correction term is included in the [WDM
model. More importantly, most of the improvement
was for cases within the first 12 h afier landfall { not
shown ). This is significant since Fig. 2 indicates that
most TC decay occurs within this first 12 h. Although
Table 2 shows that the use of B = 0.8 vielded nearly
as pood a prediction, it was decided that a conservative
approach should be taken, and consequently the larger
R value of 0.9 was employed in the model.

Equation ( 10} shows the final version of the IWDM
used in the remainder of this paper:

Fith= Vo + (RVy— Ve ™ =, {10}
where R = 0.9, V, = 26.7 kt, and o« = 0.095h~'. 17
included, the correction factor C is given by {7) with
nand b determined from (&) and (9).

Figure 5 shows a scatter diagram of the observed
versus model-predicted changes in MSSW, This figure
indicates that there is generally good agreement be-
tween the predicted and observed changes although
the model does not perform quite as well during the
first 12 h after landfall as it does for for predictions
made for £ = 12 h. The increased difficulty in the first
12 h is likely due to the uncertainty both in the time
of TC landfall and in the lq.ndl'al_l intensity,
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¢ Regional variations in decay rates

As discussed in section 1, several previous studies
(e.g.. Schwerdt et al. 1979; Ho et al. 1987) have sug-
pested that there are regional differences in the decay
rates of landfalling TCs. To investigate whether such
differences could be detected in the current dataset, the
U5, coastline was divided into three geographical re-
gions (Gulf Coast, East Coast, and Florida) as shown
in Fig. 6, These regions were chosen for consistency
with previous studies. Four versions of the model will
be compared. The first version is the same as the one
described previously, using all 401 landfalling TC cases
[i.e., Eq. ( 10}]. This version will be referred to as the
USIWDM in the remainder of this section. The other

Fis. 6, The three different geographic regrons (Gualf Coast,
East Coast, and Flonda) for which the IWDM was derived.
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three versions of the model were obtained by rederiving
the model { new values of «, ¥, and the correction
term coefficients were computed) separately for each
region employing only those TCs that made landfall
in that particular region. These new versions of the
model are referred to as the GCIWDM, ECIWDM,
and FLIWDM for the Gulf Coast, East Coast, and
Florida region, respectively. An R value of 0.9 was em-
ployed in all versions of the model since this value
vielded the smallest model errors for all regions.

The results for the three regional versions of the
model are shown in Table 3. The errors obiained with-
out the correction term (not shown ) were similar to,
although somewhat larger than, those in Table 3. The
results in Table 3 indicate that the AE and rmse ob-
tained using the GCIWDM and ECIWDM models are
only a few percent smaller than those obtained using
the USIWDM, Moreover, there is no significant im-
provement in r in these two regional models, relative
to the USIWDM. This lack of improvement is true
even though the o values differ by 9%-27% for the
Gulf Coast and East Coast regions, respectively. Unhke
the results obtained For the other two regions, Table 3
indicates that the use of the regional Florida model
(FLIWDM) did not result in improvement over the
USIWDM, This lack of improvement is due 1o the
difficulties encountered when evaluating the correction
term used in the FLIWDM. For reasons described in
succeeding paragraphs, the relatively small number of
cases combined with the low average MSSW of the
Florida landfalling sample made accurate evaluation
of the correction term more difficult for Florida than
it was for the other two regions.

The differences in the error statistics of the regional
versions of the IWDM relative to the USIWDM are
smaller than might be expected given the magnitude
of the differences in « and F. This result is due to the
more significant improvement in model performance
that occurs when the correction term is included in
the USIWDM, relative to the regional models. The
smialler number of landfall cases in the regional samples
increased the noise in the estimates of m and b for cach
&-h forecast interval. This noise made it more difficult
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to fit the guadratic time variation, as shown in Fig. 4
for the total sample,

Although Table 3 suggests that o varies from region
to region, it 15 unclear whether these variations are due
to actual differences in the meteorological conditions
or are the result of other nonmeteorological factors.
Ome possible nonmeteorological factor is the effect of
data errors on the estimation of «. To see this effect,
consider { 10) without the small correction term C. If
Ry — Iy 15 small relative to V), (weak storms at land-
fall}), o can be varied significantly without much change
in F{¢). This result indicates that when o 15 estimated
using observations, small errors in V() will lead to
large errors in . Conversely, if R¥,y — ¥ is large relative
to F (strong storms at landfall), « cannot be vaned
very much without significantly affecting (1), There-
fore, when estimating o from observations, small errors
in F(¢) will not lead to large errors in o, relative to the
case when RV, — Fyi1ssmall. To illustrate this pnnciple,
first assume that { 10) is exactly valid for the case with
C = . Then, consider a storm with a landfall intensity
of 41 kt (the average for the Flornida sample in Table
I). After 6 h, the intensity will be reduced to 32,5 ki
Now, suppose there was a 5-kt error in the intensity
estimate at 6 h (1= 37.5 or 27.5 kt), and these values
were used 1o estimate . If these values of 1 are sub-
stituted into (10) and it is assumed that ¥, is fixed
{since Myin Table 3 did not vary very much from region
to region ), { 10) can be solved lor « vielding o values
of =0.010 and 0.424 h ™' when V= 375and V= 275
kt, respectively, If the initial intensity of a storm at
landfall was 72 kt { the average for the Gulf Coast sam-
ple), then the intensity at 6 h from (10) would be 48.2
kt. A 5-kt error at 6 h would imply ¥ = 53.2 or 43.2
kt, which gives o values of 0,061 or 0.140 h™". Thus,
fora S-kterrorin Fat 6 h, o would range from —0.010
to 0424 h™' when I, = 41 kt, compared with a range
of only 0.061-0.140 h ™" when ¥, = 72 ki

The above discussion indicates that the uncertainty
in the estimate of o is greater for the case when the
landfall intensity of the storm is lower. The smaller
values of o in Table 3 for the Florida cases might then
be due to this effect since the average landfall intensity

TabBLE 3. I'WDM statistics for the three scparate geographic regions (i.e., Gulf Coast, East Cu:m, and Florida). Statistics are also presented
for the USIWDM applied to the regionzl model samples. The resulis shown are for the version of the WD thai corrects for the mean
distance inland £ of a TC during the forecast period and that employs a reduction factor R of 0,9, The m:mbe,r of cases ¥, the mean landfall
MSSW T, the average forecast duration T, and the mean change in MSSW dunng the forecast period AF are also shown for each region.

Maodel r AE rmse a ¥, 24 T AF

Region version (%) (kt) {kt) (h') (k1) N (k) ih} (Kt}

Gulf Coast GCIWDM o4 54 7.1 0,104 5.5 245 72 141 7.5
USTWDM 94 5.8 T8 0,005 6.7

East Coast ECTWIIM 7% .2 .7 0,069 8.5 [ 58 15.7 9.5
LISTW DM Th .6 g1 0,095 6.7

Florida FLIWDM 39 T4 ol 0,038 0.0 &7 41 134 5.8
LSIWIM 46 7. B 0,095 6.7

i i i . s . .
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was less than in other regions. Of course, a was not
determined from a single observation but was estimated
by a least squares fit to multiple observations. However,
if the intensitly estimates were biased, the same analysis
would apply. A small positive bias in the estimates of
the storm intensity after landfall, or negative bias in
the intensity estimate at landfall, could account for the
low value of o in Table 3 for the Florida sample. Also,
since the effect of this bias is less for stronger storms,
the estimate of & might be expected to increase as the
average intensity increases. This increase can be seen
in Table 3 where o = 0,038, 0.069, and 0.104 for the
Florida, East Coast, and Gulf Coast samples, which
have average landfall intensities of 41, 58, and 72 kt,
respectively,

The above results suggest that the regional differences
in the decay model can be accounted for by differences
in the landfall intensities combined with a small in-
lensity bias and so are not considered reliable. There-
fore, the USIWDM [Eaq. ( 10)] developed with the total
sample should be used in all three regions. The lack of
strong regional differences in the storm decay rale is
consistent with the modeling study of Tuleya (1994,
which shows that TC decay after landfall results from
the significant reduction in sensible and latent heat
fluxes due 10 the reduced land temperature beneath
the storm. This reduction in land temperature is due
to the low heat capacity and conductivity of the soil
subsurface, Although the heatl capacity and conductiv-
ity have regional variations, these variations are small
relative to ocean-land differences.

The rejection of the regional differences in the decay
rate in Table 3 contradicts results from previous studies.
Schwerdt et al. ( 1979) and Ho et al, { 1987 ) indicated
that the decay rate { as measured by minimum sea level
pressure deficit) is largest for Gulf storms, slightly
smaller for East Coast storms, and much smaller for
Florida storms. However, similar to the results in Table
3, the Gulf Coast sample in these two studies contained
the most intense storms. Thus, small biases in the in-
tensity estimates may have contributed to regional dif-
ferences in their decay rates. In addition, the Florida
sample in these two studies included only four hurri-
canes, where the data for three of these storms were
obtained from Malkin { 1959). The main weakness of
the Malkin study was the uncertainty in the pressure
at landfall, The absence of aircraft reconnaissance data
made it necessary for Malkin to rely primarily on pres-
sure observations collecied at the synoptic map times
whien computing the filling rate for each of these hur-
ricanes. These synoptic maps were available every 3 h
for the latter two hurricanes but only every 12 h for
the earliest one, Moreover, since these hurricanes did
not make landfall ai precisely the svnoplic map times,
Malkin was forced 1o estimate the landfall pressures of
these hurricanes by various means, including inter-
polating backward in time using the decay rate observed
at the first available synoptic time. Since previous
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studies have shown that the rate of decay of TCs de-
creases with increasing time after landfall, the decay
rate that was applied backward in time was probably
too small. The use of such a technique would likely
vield a landfall pressure that was too high, resulting in
underestimation of the decay rate computed for these
hurricanes.

Further support for the hypothesis that the decay
rates for Florida cited by Schwerdt et al. {1979 and
Hoetal. { 1987 ) are too low can be found in the recemt
landfall of Hurricane Andrew (1992), Mayfield et al.
(1994, using aircraft reconnaissance observations as
well as numerous surface observations, determined that
Andrew made [andfall just south of Miami, with a cen-
tral pressure of approximately 922 mb and exited the
west coast of Florida with a pressure of 951 mb. By
the procedures outlined in section 2, Andrew required
about 3.2 h to traverse the Florida peninsula. Following
the methodology of Ho et al. { 1987, it is possible to
compute the filling rate FR using

== (1)

where AP, is the pressure deficit at the time of landfall
and AF, is the pressure deficit at some time ¢ afier land-
fall. The pressure defcit after landfall AP, 15 defined
Ty:

AP, =F,— F, (12)

where F, is the mean pressure around a TC and P, is
the central pressure of the TC at some specified time
¢ after landfall. Both of these quantities are specified
in units of millibars.

Hoetal ( 1987 ) used a chimatological value of 1013
mb for P, Substituting £, = 1013 mb and Fy = 922
mb { Andrew’s landfall pressure }-into { 12) yields AF,
= 91 mb. Following the same procedures yields AP; 5
= /2 mh. From (11}, the observed FR for Andrew at
¢ = 3.2 h 15 then 0.68. This observed FR can be com-
pared with the results of Schwerdt et al, { 1979) and
Ho et al. ( 1987 ). Linear interpolation of the temporal
changes in AP, for the Florida region listed in Table
20b of Ho et al. (1987) yields AP, ~ 82 mb at ¢
= 3.2 h, which corresponds to a P, of ~931 mb. Sub-
stituting AF, = 82 mb into ([ 1) vields an FR of 0,90,
Thus, the filling rates computed for Andrew based on
the results of Ho et al. (1987 ) are too small to explain
the observed rate of decay of Andrew. However, if the
changes in AP, computed by Ho et al. { 1987 for the
Gulf of Mexico region are emploved instead of those
obtained for Florida, the agreement 18 much better,
Linear interpolation of the temporal changes in AF
obtained for the Gulf of Mexico region by Ho et al.
(1987, Table 20a) vields AP, ~ T0 mb (P, ~ 943 mb)
atf = 3.2 h. Substituting this value into { 11) yields an
FR of 0.77, which is in much betier agreement with
the observed FE of 0.68 than the 0.90 value obtained
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using the Florida decay curves of Ho et al. { 1987).
This example supports the hypothesis that filling rates
of hurricanes making landfall along the Florida coast-
line are probably not significantly different than those
in other regions.

4. Applications

The IWDM can be used in a number of applications.
The most obvious use is for operational forecasting of
the maximum winds associated with landfalling hur-
ricanes. Given a forecast track, the time of landfall and
the distance inland as a function of time can be esti-
mated. The storm intensity at landfall is also required
for the forecast. DeMaria and Kaplan (1994) have
shown that the average | 2-h intensity forecast error for
storms over the water is about 7 kt, s0 a reasonable
estimate of the landfall intensity could be obtained for
storms that are not too far from land. Given this in-
formation, {10} could be used to estimate the storm
intensity along the inland part of the forecast track.

As an example of the above application, consider
the landfall of Hurricane Andrew ( 1992 ) in Louisiana.
According to the NHC best track, this storm made
landfall approximately 150 km west of New Orleans
between 0600 and 1200 UTC 26 August 1992 with an
intensity of 115 kt and dissipated just after 0600 on 28
August near the Tennessee-North Carolina border.
Figure 7 shows the NHC best track intensities at 6-h
intervals and the intensity prediction from the IWDM
with and without the correction for distance inland [C
in Eq. (10]. The forecast intensities were calculated
every half hour, and the intensity was assumed to be
constant {115 kt) from 0600 UTC 26 August (¢ = 0)
to the landfall point (¢ = 2.5 h). The rapid decrease in
intensity at landfall is due to the application of the
reduction factor [R in Eq. (10)]. In this example, the
best track storm positions { rather than a forecast track )
were used to determine the landfall time (by linear
interpolation between the 6-h positions) and the dis-
tance to the coast after landfall. This figure shows that
the model does a reasonable job of predicting the in-
tensity of Andrew afier landfall, The maximum error
is about 10 kt at 18 h. When the distance inland cor-
rection is included, the model predicts slightly lower
intensities than without the correction after 18 h. The
average of the intensity errors at the eight best track
positions after landfall is about the same with and
without the distance inland correction (average error
about 7 kt).

Although the I'WDM was developed from a sam-
ple of the maximum winds of landfalling tropical
cvclones, 1t can also be applied to a wind feld io
provide a crude estimate of the swath of inland
winds. For this application, it is necessary to esti-
mate the two-dimensional surface wind field of a
storm just prior to- landfall. The IWDM can then
be applied to every point of this wind ficld to provide
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a wind swath. Detailed real-time analyses of hur-
ricane wind fields are being produced as an exper-
imental product { Burpee et al. 1994) but are not
vet operational. In the interim, a parametric model
similar to that used in storm surge modeling { Hub-
bert et al. 1991 ) can be used to oblain a represen-
tative surface wind field prior to landfall, The para-
metric approach assumes that the wind field is the
sum of an azimuthally symmetric vortex and a con-
stant vector that represents the storm motion. With
this assumption, the wind speed just prior to landfall
can be determined by

Volr, 0) = clcos(d)) + V/{é]“"[:}[' —(f )”
{13}

In {13}, ris the radial distance from the storm center,
and # is the angle measured counterclockwise from a
Ine perpendicular and to the nght of the direction of
maotion. The wind field in { 13) reguires the specifica-
tion of the parameters ¢, V.. r.. and a. The parameter
¢, 15 the amplitude of the right to left asymmetry due
to the storm motion. The value of this parameter could
be determined from an empirical relationship, as a
function of the storm translational speed, as described
in the appendix. However, as a first approximation, it
will be assumed that ¢, is equal to the storm transla-
tional speed. The parameter ¥, is the symmetric part
of the MSSW. Because the operational estimate of the
MSSW (M, ) of a storm is for the total wind field, 7,
i5 determined by

V_‘r = 1”1' — Ly {]4}

The parameter r, 15 the radius of maximum wind, This
parameter could be estimated from aircraft data, if avail-
able, or from the estimate of the storm-eye diameter that
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is routinely available on the tropical cyclone forecast/
advisory issued by NHC. From an analysis of aircraft
observations for several recent landfalling storms, it was
found that a crude estimate of r, can be obtained by
taking 0.75 times the eye-diameter estimate. It should
also be mentioned, however, that the eye-diameter esti-
mate is not always reliable, especially for weaker storms,
The final parameter to be specified is a, which determines
the storm size. This parameter can be estimated from
aircraft data, if available, or by a least squares fit of (13)
to the radii of 65- and 50-kt winds reported on the tropical
cyclone forecast /advisory.

Once the wind speed field just prior to landfall is
determined, the IWDM model can be applied to every
point of this field to estimate the wind field of the storm
as it moves inland, where the time in (10) is the time
since the storm center made landfall. Because the dis-
tance inland calculation is only valid for the storm
center, this correction term is neglected when estimat-
ing the inland wind field. To provide a wind swath, the
maximum wind at any time during the storm can be
calculated.

As an example of the above application, consider
the landfall of Hurricane Andrew (1992) in south
Florida. This case was chosen because a detailed anal-
ysis of the maximum wind at any time during the storm
has been prepared by Powell and Houston ( 1995, un-
published manuscript ). Their study used all available
aircraft and surface observations to produce wind
analyses before and after Andrew made landfall in
south Florida. According to the NHC best track, the
MSSW of Andrew just prior to landfall in south Florida
was 125 kt, and the speed of motion was 17 kt. Thus,
¢ = 17 ktand V¥, = 108 kt. The r, was set to 17 km,
as determined from the wind analysis prior to landfall
shown in Powell and Houston (1995, unpublished
manuscript ). The radius of 50-kt winds in their analysis
was used to estimate a, which was set to 0.45 for this
case.

Figure 8 shows the observed wind swath and that
predicted by the IWDM, where the observed positions
were used in the model, rather than a forecast track.
The model did a reasonable job of predicting the basic
features of the observed wind field, such as the area
covered by 35-kt winds and the extent of the inland
penetration of the 95-kt wind contour. However, the
details of the wind field such as the area covered by
95-kt winds near the landfall point were not well rep-
resented. This limitation is probably due to the fact
that the simple parametric model cannot capture all
of the details of the wind field at landfall, and the
IWDM does not well represent the complex interac-
tions that occur as a storm moves over the ocean-land
boundary. Fujita (1978) and Wakimoto and Black
(1994) provide examples of the complexities of the
wind fields associated with landfalling Hurricanes Celia
(1970) and Andrew ( 1992).
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FiG, 8. The observed {top) and predicted (bottom) MSSW (kt) at
any time during the south Florida landfall of Hurricane Andrew
(1992).

In the above applications, the observed track was
used to determine the landfall point and the storm po-
sitions over land. In an operational setting, it would
be necessary 1o use a forecast track to run the IWDM.
In this case, the uncertainties in the forecast track would
probably lead to larger errors than those caused by er-
rors in the IWDM. For example, during the 1993 At-
lantic hurricane season, the average error of the official
NHC 12-h track forecast was 85 km (Lawrence and
Gross 1994). This distance is comparable to the width
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of the area of hurricane force winds (65 kt) in Fig. &.
If the track used in the IWDM were shified 85 km w
the north or south, there would be almost no overlap
between the predicted and observed swaths of hurn-
cane-force winds, One possible solution to this problem
is to determine the wind swath for an ensemble of track
forecasts. A similar approach is used in storm surge
modeling where the maximum envelope of waters
(MEOWSs) are determined by calculating the maxi-
mum level of high water for a set of possible storm
tracks in a particular region {Jarvinen and Lawrence
1985).

If the small correction for distance inland is neglected
in (10}, the inland wind speed depends only on the
storm intensity at landfall and the time since landfall.
For an inland point, the highest winds will occur from
a storm that moves inland perpendicular to the coast-
line and moves so that the radius of maximum wind
passes directly over that point. For a storm moving at
a constant speed, the time inland can be determined
directly from the shortest distance from that point 1o
the coast. Under these assumptions, maps of the max-
imum inland penetration of winds can be prepared,
given the storm speed of motion and the intensity at
landfall.

Figures 9-11 show the maximum possible sustained
wind specds for the Atlantic and Gulf Coasts for hur-
ricanes with a range of landfall intensities and speeds
of motion. The speeds of motion (8, 12, and 16 ki)
represent slow-, medium-, and fast-moving hurricanes,
as determined from the data sample used to develop
the I'WDM. The slow (fast) speed is the [0th (90th)
percentile of the distribution of the hurricane speeds
at landfall. The medium speed is the average of the
sample. The range of intensities at landfall {75, 105,
and 133 kt) represent category 1, 3, and 5 hurricanes.
These figures show that all of Florida and a substantial
fraction of the other coastal states from Texas to North
Carolina are vulnerable to hurricane-force winds, al-
though the probability of occurrence at any given lo-
cation is, of course, quite low. These figures also show
that for inland locations, the effect of the storm speed
of motion is just as important as the storm intensity
at landfall. For example, hurricane-force winds pene-
trate farther inland for a fast-moving category 3 storm
{Fig. 10} than for a slow-moving category 5 storm
(Fig. 11).

The data sample used to develop the [WDM is not
long enough to accurately determine the distribution
of storm speeds and intensities at landfall, However,
by using a longer time period and more sophisticated
statistical techniques such as those described by Darling
{1991, the speed and miensity distributions could be
determined. These distributions could then be com-
bined with the IWDM to estimate the probability of
hurricane force and other wind thresholds at inland
locations,
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Fici. 9. The maximum possble sustaiined inland wind speed (ki)
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5. Summary and conclusions

An empirical model for predicting the decay of TC
winds after landfall [referred to as the Inland Wind
Decay Model (IWDM)] has been described. The
IWDM is a simple two-parameter model that was de-
rived based upon the assumption that TC winds decay
exponentially with time after landfall. The database
used to derive the model consisted of all named TCs
that made landfaill in the United States south of 37°N
between 1967 and 1993, Three hurricanes that made
landfall along the Florida coastline prior to 1967 were
also included in the sample. Position and intensity es-
timates for these landfalling storms were obtained from
the WHC HURDAT file, except for the intensity esti-
mates for the Florida hurricanes that were denved
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based upon data obtained from the NCDC and the
U.S. Army Corps of Engincers.

This study shows that the basic version of the IWDM
explains 91% of the variance of the decay of the MSSW
for the 401 cases in the developmental database. When
an additional term is included in the model to account
for the mean distance inland of a TC during the forecast
period, the variance explained increased to 93%. This
term was added because several studies have shown
that TCs that move parallel to the coastline decay less
rapidly than TCs that move directly inland. The results
of this study also suggest that there do not appear to
be significant regional variations in the decay rates of
landfalling TCs, in contrast to results from previous
studies. It is possible that some minor regional differ-
ences in decay rates exist, but cannot be detected be-
cause of the limited accuracy of the wind speed csti-
mates used to develop the IWDM. Further investiga-
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tion of the regional differences in the decay rates of
TCs is warranted,

Several applications of the IWDM were described.
The IWDM can predict the maximum sustained sur-
face winds as a function of time after landfall, as well
as provide a swath of wind speeds produced by land-
falling TCs. To provide the wind swath, the IWDM is
applied to the tropical cyclone wind field at landfall.
Perhaps most importantly, the IWDM can produce
maps of the maximum possible sustained surface wind
speeds that inland locations would experience for TCs
of various landfall intensities and speeds of forward
motion. These maps demonstrate that the speed of for-
ward motion of a landfalling TC is just as important
as the landfall intensity when assessing how far inland
strong winds will penetrate.

Further research is required to refine the IWDM.
Observational studies of the decay of TC winds over
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FIG, 11. Same as Fig. 9 for a category 5 (135 kt at landfall) storm.



MNOVEMBER 1995

land would be particularly useful for verifying the
model, especially for the case where the entire wind
field is predicted. Moreover, the IWDM could be im-
proved by employing a boundary layer model to predict
the wind direction as well as wind speed. Finally, a
model similar to the IWDM described in this study
could be developed for the Mew England region. These
high-latitude storms were eliminated from the present
study because topography and interaction with baro-
clinic weather systems might have significant effects on
storm decay in this area.
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APPENDIX

Estimating the MSSWs of Pre-1967 Landfalling
Florida Hurricanes

Surface data archived at the National Climatic Data
Center { NCDC) were used to obtain position and in-
tensity estimates for Hurricanes Donna ( 1960) and
Cleo { 1964). The wind data employed to obtain in-
tensity estimates for the unnamed [949 Florida hur-
ricane were obtained from a report by the U.S, Weather
Bureau { 1951). The NCDC data for Hurricanes Cleo
and Donna consisted of hard copies of daily observa-
tion logs that contained wind direction, sustained wind
speed, wind gusts, surface pressures, and other infor-
mation typically found in surface aviation weather ob-
servations. Although the time resolution of the obser-
vations varied, the resolution of the wind observations
was normally several minutes when a TC was closest
to the particular ohserving site. The daily observation
logs contained other important information, such as
the magnitude and time of the maximum sustained
wind and /or wind gust, the minimum surface pressure,
and the timing of any observed eye passage. The wind
data obtained fram the US. Weather Bureau consisted
of a series of sustained 10-min winds and surface pres-
sures recorded within a few hours of the time of eve
passage of the unnamed 1949 hurmcane over Lake
Okecchobee. These observations were obtained from
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a special observing armay on Lake Okeechobee that was
set up by the ULS. Army Corps of Engineers.

The tracks for the three additional Florida storms
were obtained from the HURDAT file. Although the
storm positions before 1967 are thought 1o be some-
what less accurate than those in succeeding years as
described previously, the HURDAT tracks for these
three storms are in good agreement with those pre-
sented in the detailed studies and meteorological ac-
counts given in the U8, Weather Bureau ( 1951 ), Miller
{(1964), and Dunn {1965). The storm positions are
also consistent with the timing of the maximum wind
observed for each of these storms, An observation was
judged to be close enough to the storm center for the
purpose of determining the MSSW if the observing site
was al a distance comparable to the radius of maximum
wind The radius of maximum wind values for these
storms was obtained from Ho et al. { 1987). Based on
this criterion, a combined total of six observations for
the three storms was close enough to the storm center
to be used to estimate the MSSW at a specific time
after landfall.

Because the above wind observations were represen-
tative of various anemometer heights and averaging
times, it was necessary to standardize these observations
to obtain winds consistent with those in the HURDAT
file {i.e., the MSSW ). The research of Powell et al.
(1991, 1995, unpublished manuscript) has shown the
importance of employing such standardization tech-
niques when analyzing landfalling hurricanes. The first
step in this process was to adjust the winds to the 10-
m level using a neutral stability log wind law ( Panofsky
and Dutton 1984). The anemometer heights of the
observing sites were obtained from the National Wind
Data Index (Changery 1978). Unforiunaiely, the index
does not provide a direct means of estimating the site
roughness length required for use in the log wind law
calculations. However, because nearly all of the sites
were located at airports, a roughness length corre-
sponding to open airport exposure {Panofsky and
Dutton 1984) was assumed when adjusting winds to
10 m, Since the observations represented winds aver-
aged over various time periods, gust factor relationships
developed by Powell et al. ( 1995, unpublished manu-
script ) were used to convert these winds 1o 1-min av-
erage values, Thev developed these relationships based
on the work of Durst {1960}, Krayer and Marshal
(1992), and from National Oceanic and Atmosphernc
Administration moored buoy data collected by the
Mational Diata Buoy Center and analyzed by the Hur-
nicane Research Division of the Atlantic Oceanographic
and Meteorological Laboratory since 1979, An asym-
metry factor developed by Schwerdt et al. ( 1979) was
then added to these wind speeds to obtain estimates of
the storm’s MSSW. This was done since the wind ob-
servations were rarely located in the right front quad-
rant of the TC where the strongest winds are typically
observed (Shea and Gray 1973; Frank 1977). The
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asymmetry factor was formulated such that a fraction
of the storm speed of forward motion is added to winds
on the rght side of the TC and subtracted from winds
on the left side. The relationship itself is somewhat
conservative since the asymmetry factor is always less
than the storm Bpend of motion. The average change
in wind speed resulting from the above standardization
procedures was about 20%.
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There are notable exceptions to the often-observed weakening of hurricanes in the hours prior to landfall, particularly in mid
season and at lower latitudes when a hurricane can intensify while passing over a warm ocean feature that may be relatively
close to land without the negative influence of strong vertical wind shear (e.g. Hurricanes Carla 1961, Celia 1971, Andrew
1892, and Katrina 2005). Such hurricanes may also undergo eyewall replacement cycles that can magnify their impacts if
landfall occurs during the intensification part of the cycle.

During landfall, as the eyewall begins to cross the coast, differences between the air friction caused by the ocean and the land
cause the wind field to become less symmetric around the hurricane’s center, and lead to areas of enhanced air convergence
and divergence in certain regions of the hurricane. The regions can affect the distribution of convection and rainfall, but
primarily they contribute to a large variation in wind speed and gustiness over a small area (land causes the wind to be more
gusty). As air in the hurricane crosses the coast from ocean fo land, the air flow responds to the new underlying surface with
about 80% of the adjustment occurring a few hundred meters inland but the remaining 20% taking tens of kilometers to occur.
The gustiness over the ocean is on the order of 10% but may increase to 20-30% or more over land (where there is increased
friction), depending on the roughness of the land surface. Therefore, steady winds over land may be lower than over the ocean
due to higher roughness, but the winds over land may have higher gusts.. Flow over complex terrain is much more
complicated, with localized wind maxima occurring on exposed hillsides where air flow may accelerate over bluff shaped
hilltops to more than double the wind speed of the surrounding air.

By the time the hurricane’s center crosses the coast, the inflowing wind speed has increased to over half the primary
circulation's wind speed, so drier (and often cooler) air is fueling over half the eyewall, resulting in rapid weakening. The
expansion of the wind field continues, but now much of the outer part of the humicane’s circulation is experiencing enhanced
roughness over land, so the size of the tropical storm and hurricane strength wind fields begin to decrease and eventually
dissipate.



41. Assignment 2, Module 8: Movement of Hurricanes: http://www.aoml.noaa.gov/h
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42. Assignment 2, Module 8: Hurricane Forecasts (Chapter 4):
https://pielkeclimatesci.files.wordpress.com/2012/10/b-11.pdf

CHAPTER 4

Hurricane Forecasts

4.1 TROPICAL CYCLONE MOVEMENT

Tropical cyclones move because the storm is embedded in a larger-scale region
of moving air, referred to as the steering current, which tends to move the
low-level low pressure center, upper-level high pressure and associated cluster
of thunderstorms in the direction of that flow (e.g. see Riehl and Burgner
1950; Riehl and Shafer 1946; Simpson 1946). Tropical cyclones of different
intensity are steered by winds at different levels in the troposphere (Figure
4.1)." The cyclone itself, of course, is part of the large-scale flow, and its
motion is also influenced by its own internal circulation. This sets up a
complex process of interaction that is a challenge to predict. Yet accurate
prediction of a hurricane’s movement is central to short-term decisions to
protect life and property.

4.2 EXTERNAL FLOW: THE STEERING CURRENT

If the steering flow were fixed in time, hurricane track forecasting would be
comparatively simple. Unfortunately, this is not the case, as the orientation
and strength of the steering current changes in response to the position of
large-scale pressure features. Contrary to popular conception, however, in the
Atlantic most tropical cyclones have fairly regular, well-defined tracks because
the location and orientation of the Bermuda and Azores high pressure
systems, which determine the track of most Atlantic tropical cyclones, usually
change only slowly during the hurricane season. However, the difficulty m
predicting a storm track occurs either when the typical climatological steering

! G.J. Holland of the Bureau of Meteorology in Melbourne, Australia suggests using the winds
averaged within a concentric band of 125-250 miles (200-400 km) from the storm center. In
another study, tropical cyclones were found to move about 24 miles per hour (1-2 meters per
second) faster and 10 to 20 degrees to the left of the mean wind flow between about 5000 feet
{~1.5 km) and 30 000 feet (~9 km) averaged over an area within a 5 to 7 degree of latitude radius
centered on the storm (McElroy 1996),


https://pielkeclimatesci.files.wordpress.com/2012/10/b-11.pdf
https://pielkeclimatesci.files.wordpress.com/2012/10/b-11.pdf
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Figure 4.1 The layer of the atmosphere which steers storms of varous intensities.
Note that weaker storms are steered by a shallow layer of winds lower in the

atmosphere and stronger storms are sicered by a decper layer of the atmosphere
(adapted from Holland 1993b)

wind flow is replaced by a less common, large-scale flow or, even more
importantly, when rapid changes in time occur in the strength and orientation
of the steering current.

For example, on 4 September 1965, Hurricane Betsy was moving northwest
around the southern rim of the large Bermuda High in the central Atlantic. The
track of the storm is shown in Figure 4.2. As the storm was moving northward
ofT the east coast of the United States in a climatologically expected direction
and speed, a re-adjustment occurred in the steering current because of a low
pressure system associated with a cold front over the central United States.
This change resulted in the movement of the Bermuda High towards the west
until it was centered north of the storm system, As a result, Hurricane Betsy
was blocked from continuing its expected northward movement and became
stationary. The Bermuda High center continued to build westward so that,
after about a day, the steering currents became northerly and the storm began
to move south towards the northern Bahamas. With the re-establishment of the
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Figure 42 Track of Hurricane Betsy from 27 August to 10 September, 1965. Source:
DOC (Department of Commerce) 1965

High center to the west, the subsequent track of Betsy traveled around the new
position of the Bermuda High, eventually slamming into New Orleans when it
finally began once more moving northward around the western flank of the
Bermuda High, A major forecast problem associated with this storm was when
it would begin its turn towards the west around the southern periphery of the
High. An earlier turn would have brought Betsy onshore near Miami, with
possible major devastation to that urbanized area. A later turn would have
permitted the storm to pass through the Florida Straits. As it happened, the
storm crossed over the Florida Keys.

The steering current associated with Hurricane Andrew is shown in Figure
4 3. Displayed in these figures are the wind speeds and directions averaged
across the troposphere from a height of about 1 mile (850 mb) to about 7.5
miles (200 mb). The position of Andrew’s center at each of the times is
superimposed on the figures. The movement of Andrew by this steering
current is evident in Figure 4.3 as it traveled westward across South Florida
and then northwest into Louisiana.

Figure 4.3 (a-h) Steering current (defined as the average wind speed and direction
between 850 millibars and 200 millibars) for Hurricane Andrew at 12-hour
intervals starting at 7 am Eastern Standard Time on 22 August 1992, In the figure,
the length of the arrows represents the speed of the steering current where a unit
arrow of 5.6 miles per hour (~2.5 meters per second) is displayed. The position of
Andrew’s center is shown by the hurricane symbol. (Figure prepared by Joe
Eastman, Colorado State University).
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While the news media often attribute hurricanes “with a life of their own”,
they are, of course, generally well-behaved natural phenomena and, to a large
extent, their movement can be explained by the steering currents alone, as
shown in the two examples discussed in the last two paragraphs. The difficulty
in forecasting their motion occurs when the steering currents are weak and ill-
defined and/or when the future state of the steering currents is uncertain. In
addition, the need to forecast fairly precise points of landfall to aid emergency
planning also contributes to the difficult task of hurricane forecasting.

Tropical cyclones occasionally undergo rapid acceleration in forward
motion. This happens when the storm becomes linked to a strong mid-latitude
weather system. In addition, tropical cyclones can become absorbed into
developing mid-latitude storms thereby infusing added moisture and wind
energy from the tropical cyclone and resulting in a more intense mid-latitude
storm than otherwise would occur.

An example of a storm that accelerated rapidly out of the tropics was the
New England hurricane of 1938. The development of strong, southwesterly
winds to the west of this hurricane, associated with a developing mid-latitude
storm, resulted in its rapid acceleration to the north at a forward speed of
more than 60 mph (27 meters per second), The storm crossed Long Island,
New York with little warning, resulting in more than 600 deaths in New
England (see Chapter 2).

In 1954, Hurricane Hazel also underwent a similar rapid acceleration to a
speed of 60 mph (27 meters per second), as strong south to southwesterly
winds developed to the west of the storm. Hazel crossed the North Carolina
coastline at 9:25 am on 15 October, and reached Toronto, Canada only 14
hours later where it resulted in 80 deaths (Joe et al. 1995). At that time, it was
the most destructive hurricane to reach the North Carolina coast. Every
fishing pier was destroyed over a distance of 170 miles (270 km) from Myrtle
Beach, South Carolina to Cedar Island, North Carolina. All traces of civil-
ization were practically annihilated at the immediate waterfront between Cape
Fear and the South Carolina state line. In 1989, Hurricane Hugo accelerated
onto the South Carolina coast at Charleston in association with southeasterly
winds caused by a low pressure area in the northeastern Gulf of Mexico, in
combination with the Bermuda High to the northeast.

4.3 INTERACTION OF THE STEERING CURRENT
AND THE HURRICANE

If the steering current in the immediate vicinity of the storm was constant, its
influence on storm motion would be relatively straightforward. Unfortunately,
this is generally not the case. The steering current speed and direction are
never constant and change both in location and time. If the steering current,
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the tropical cyclone are only of secondary importance in terms of determining
storm motion,

simulation of the influence of a large mountainous island on the track of a
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storm. The winds representing the steering current are easterly in the absence
of the island. With the island present to block the flow (even without a
hurricane present) the winds would turn southerly to the east of the island.
With the hurricane present as shown, the circulation around the storm,
interacting with the simulated terrain, resulted in the path plotted in the figure,
which is to the right of the steering current in the absence of the storm. In the
absence of the island, the hurricane would have moved on a general westward
track. In the Atlantic region, terrain effects of this type occur associated with
the larger islands of the Caribbean (Cuba, Hispafiola). Flatter landscape, such
as the Yucatan Peninsula and Flonda, and the smaller islands of the
Caribbean and Atlantic have much less of an effect on cyclone tracks.

4.4 INTERNAL FLOW

Even when the steering current is relatively uniform and steady, howewver,
hurricane motion is often somewhat irregular. For example, Figure 4.6 illus-
trates the oscillation of the movement of the eye of Hurricane Dora (1964) as
it progressed on a general track westward towards the upper east coast of
Florida. This oscillation is primarily due to forces within the hurricane. In
Hurricane Anita (1977), the eye and eye wall were observed by aircraft to
have an oscillation around the mean track with an amplitude of 3 miles (5
km) and a period of & hours (Willoughby 1979). This small-scale irregular
behavior of the center of the storm has been attributed to the thunderstorms
and strong winds in the eye wall region, which causes the center to deviate
short distances to the left or nght of its track, similar to the motion of a
spinning top. The larger circulation envelope of the hurtcane, with its much
greater inertia, more closely follows the steering current and tends to force the
eye wall back towards the center of the larger circulation.

4.5 TROPICAL CYCLONE TRACK, INTENSITY, AND
SEASONAL FORECASTING

Hurricane predictions in the United States are prepared at the National
Hurricane Center in Miami, Florida for tropical cyclones in the Gulf of
Mexico, the Caribbean and the Atlantic Ocean and the eastern Pacific (Figure
4.7). Other regions of responsibility are shown in Appendix D.

4.5.1 Tropical cyclone track predictions

The National Hurricane Center utilizes a suite of models to forecast tropical
cyclone tracks (DeMaria 1995; Aberson and DeMaria 1994). They include
one based on climatology and persistence (CLIPER), a statistical model which
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uses information from the National Weather Service (NWS) global prediction
model (NHC 90; McAdie 1991), and several which solve mathematical
equations for atmospheric flow including VICBAR (Aberson and DeMaria
1994), BAM (Marks 1992), the Geophysical Fluid Dynamics Lab (GFDL)
model (Bender et al. 1993), and the National Meteorological Center (NMC)
Aviation Medium Range Forecast (MRF) global forecast models (Lord 1993).
During the 1992 and 1993 seasons, the GFDL model track forecasts were
superior to the other track models (Aberson and DeMaria 1994); the
improved forecasts of hurricane track using this model are also summarized
by Sawvyer (1993).

Track forecasts are very sensitive to how the actual hurricane is initially
defined in the model (Leslie and Holland 1995). For instance, track predic-
tions depend on the choice of hurricane radius and strength, and its initial
location. Improved measurements of temperature, wind, and humidity in and
around tropical cyclones have contributed to improved operational track
forecasts (Burpee et al. 1996). An example of a 72-hour track forecast for
Hurricane Hugo for different models is given in Figure 4.8. This figure
illustrates that despite significant progress in hurricane forecasting, exact track
prediction remains fraught with diffculties. Hugo actually made landfall near
Charleston, South Carolina. Hurricane track models are also summarized in
Puri and Holland (1993).*

Figure 4.9 illustrates the trend and accuracy of 24-hour, 48-hour, and
72-hour forecasts of storm position between 1970 and 1992, As of 1997,
average forecast errors are on the order of 115 miles (185 km) for 24-hour
forecasts, 230 miles (368 km) for 48-hour forecasts, and 345 miles (552 km)
for 72-hour forecasts (C. Landsea, 1997, personal communication). Note that
an improvement of only about 20 miles (42 km) has been achieved in 24-hour
position forecasts over 23 years, despite the preat advances both in monitoring
these storms (e.g. radar, satellite, reconnaissance aircraft) and in computer
power to process and analyze the data.

* Four criteria have been proposed for accurate track forecasts using models such as VICBAR,
BAM, the GFDL model, and the Aviation global model (Elsberry 1995). These are: adequate
initial specifications of the environmental wind feld, the symmetric and asymmetric cyclone vortex
structure, and the adequacy of the prediction models (o forecast the time evolution of the vertical
and horizontal wind field. An accurate representation of the diabatic heating of the atmosphere by
the humricane, and the prediction of winds and temperature in the wpper troposphers are also
cssental o accorately charactenize hurmcane—environmental interactons (Wu and Kurbara
1996), When the large-scale weather pattern is changing with time, these requirements are difficalt
to achieve with sufficient accuracy.

The MRF model is used for general weather forecasting in additon to its ‘application for
tropical cyclone track prediction. VICBAR, BAM, NHO and the GFDL model use forecast
ficlds from the MRF model for input. One version af NHC90 (referred to as UK uses outpul
from the United Kingdom Meteorological Office global forecast model,

The GFDL model inchodes the most physical realism in its formulation, including moving
nested grids which translate with the cyclone and a sophisticated vortex initialization scheme with
the finest horizontal grid interval of 20 km (DeMaria 1995; Bender et al. 1993).
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Since 1983, probabilities of a tropical cyclone passing within 75 miles
(121 km) of specific geographic locations have also been publicly distributed.
An example of the format used in these probability forecasts is shown in
Figure 4.10, in this case for Hurricane Erin in 1995.

4.5.2 Tropical cyclone intensity change predictions

Forecasting of changes in tropical cyclone inteasity is a much more difficult
task than forecasting tropical cyclone tracks. Several methods are used to
predict changes in intensity. The simple climatology and persistence intensity
technique (SHIFOR) and the statistical hurricane intensity prediction scheme
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Figure 49 Annual average WHC official forecast errors for 24 hours, 48 hours, and 72
hours (1970-1992). The diagonal line shows the trend. Source: MeAdie and Lawrence

(1993)
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Figure 4,10 Forecast probability that the center of Erin will pass within 75 miles during
the 72 hours starting at 11 am Eastern Daylight Time on 1 August 1995 (redrawn from
the Mational Hurricane Center WWW page at hitp:/www. nhe.noaa. gov)

(SHIPS) are used for tropical cyclone intensity forecasts. SHIFOR, analogous
to the CLIPER track model, uses only climatology, persistence, and current
storm characteristics to calculate statistically the most expected intensity
change. SHIPS, in contrast, utilizes selected current meteorological and ocean
data, including the difference between the current tropical cyclone intensity
and its potential maximum based on sea surface temperature (DeMaria and
Kaplan 1994). SHIPS has average intensity errors that are 10-15% smaller
than those for SHIFOR. The GFDL model, briefly described in Section 4.3.1,
also predicts intensity change. However, its horizontal resolution is insufficient
to resolve the eye wall region, which is critically involved with the intensi-
fication process. Preliminary research modeling with finer spatial resolution
for Hurricane Andrew suggests that the more detailed representation of the
thunderstorms in the eye wall region and in the inflow to the hurricane can
lead to improved intensity change forecasts (Eastman 1995, Liu et al. 1997).
Operational techniques have so far shown little skill in intensity change
prediction; thus forecasters primarily rely on empirical techniques.

Satellite imagery is often used to estimate the intensity of clusters of oceanic
tropical thunderstorms, including tropical cyclones and hurricanes. This
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approach is particularly useful when reconnaissance aircraft are unavailable to
monitor the strength of such a thunderstorm cluster. The use of satellite
images for this purpose is based on a pattern recognition decision tree
(Dvorak 1975; 1984). The difference in the temperature of the eye of the
hurricane, and the cloud top temperatures of the surrounding eye wall, based
on infrared satellite images, is one example of the use of this technique.
‘When tropical systems move close enough to land, aircraft reconnaissance is
also used to monitor their intensities (Neal Dorst in Landsea 1997). These
flights are conducted by the US Air Force Reserve 53rd Weather Recon-
naissance Squadron and the National Oceanographic and Atmospheric
Administration (NOAA) Aircraft Operations Center. The 10 WC-130 Air
Force planes of the squadron are based at Keesler Air Force Base in
Mississippi, but, as needed, are positioned elsewhere, including islands in the
the castern Caribbean Sea. Measurements include wind, temperature and
humidity at flight level, as well as data collected by dropping instruments
along the flight path. The three NOAA aircraft (two P-3 Orions and a
Gulfstream IV), based at MacDill Air Force Base in Florida have more
sophisticated instrumentation, including on-board weather radar. These three
aircraft are generally used only for hurricanes that are threatening landfall, or
otherwise have specific scientific interest.

4.5.3 Seasonal predictions of tropical cyclone activity

Researchers also prepare forecasts for entire seasons. Professor William Gray
of Colorado State University leads a team that forecasts tropical cyclone
activity for upcoming seasons in the Atlantic, Gulf of Mexico and Caribbean
(Gray et al. 1995). Table 4.1 summarizes Gray's forecasts from 1984 to mid-
1997.

Their forecasts, also made in early August for the remainder of the tropical
cyclone season, are based on a number of factors including (Gray 1995;
Landsea et al. 1994):

1  The winds at a height of about 15 miles (about 24 kilometers) and about 13
miles (about 21 kilometers). There is increased hurricane activity when the
winds are more westerly than average and where there are smaller differ-
ences in wind between the two levels. These winds fluctuate between east
and west in a cycle that is slightly longer than two years and is called the
“stratospheric quasibiennial oscillation”, Thus this factor alone would tend
to make seasons vary between active and quiet from one year to the next
(Shapiro 1989).

2. The state of the El Nifio-Southemn Oscillation (ENSO) cycle. A warm
event in the equatorial East Pacific is associated with reduced hurricane
activity, while a cold event is associated with enhanced activity (on ENSO
see Glantz 1996).
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sketched schematically in Figure 4.11.

This program of tropical storm modification was called Project Stormfury.
Robert and Joanne Simpson were the original source of the Stormfury
hypothesis in 1960. Their insight was inspired by an observation of Hurricane
Donna (1960) by Professor Herbert Richl, who noted that nearly all of the
outflow cloudiness stemmed from an aggregation of thunderstorms in the
front right quadrant of the eye wall. Hurricanes Esther (1961), Beulah (1963),
and Debbic (1969) were seeded as part of this project, although only the
Debbie experiments closely followed the most recent Stormfury hypotheses.
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In an earlier experiment, a hurricane was seeded on 13 October 1947 off the
southeast United States coast. Because it subsequently moved westward into
the Georgia coast, questions were raised among critics of weather modifi-
cation as to whether the seeding caused the abrupt change in storm track.
More recent analysis strongly suggests that the alteration in direction would
have occurred in any case. Hurricane Ginger was also seeded in 1971. How-
ever, it was an anomalous storm with an eye wall usually below 20 000 feet
(6100 meters) and no significant quantities of supercooled water were found.

Hurricane modification ended because of equivocal research findings
including evidence that hurricanes may only infrequently be amenable to
modification because of their very large variability, questions of national and
international legal issues, and a general loss of support for weather modifi-
cation efforts (Cotton and Pielke 1995; Pielke and Glantz 1995). Currently,
further seeding experiments are not being performed. Project Stormfury was
terminated in 1983 (Willoughby et al. 1985). A policy consequence of the
inability to control hurricanes is that impacts must be mitigated by reducing
societal exposure and nof by modifying event incidence.

4.5.5 Value to society of forecasts

The production of a hurricane forecast is only the first step in the process of
its effective use by decision-makers. A hurricane forecast must also be
communicated through a process of — hear, understand, believe, personalize,
respond, and confirm (as described by Sorensen and Mileti 1988). A decision
by an individual to act in response to the information about an approaching
storm, or any other extreme event for that matter, is conditioned by a wide
range of factors such as perceived risk, education, time to impact, and many
more (Sorensen 1993). Social scientists have a well developed understanding of
the process of natural hazards warnings and human response (see, e.g.,
Drabek 1986). The use of a forecast must be understood in the broad context
of a process from production through communication through response.

The US National Weather Service (NWS) produces and issues a number of
products related to hurricanes: hurricane watches and wamings, flash flood
watches, flash flood wamings, flash flood statements, tornado watches and
warnings, severe thunderstorm watches and warnings, severe weather state-
ments, and special weather statements (NOAA 1994). Once a forecast or
warning is produced it is typically distributed to a range of Federal, state, and
local agencies, including FEMA, the Corps of Engineers, and state and local
emergency management agencies. Similarly, the media — including print,
television, and radio — also receive NHC weather products and are often a
critical link in the communication process. Recently, the World Wide Web has
provided a wide range of information resources in both text and graphic
formats (http://www.nws.noaa.gov/).
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A forecast is only useful if it can be incorporated into the decision process of
a particular user. For this to happen, “it is vital that [official] personnel share
knowledge of dissemination systems, procedures, capabilities, and response
requirements with the media; Federal, state, and local agencies; and the general
public involved in the total warning process” (NOAA 1994). Similarly, officials
must also be aware of the information needs of and decision-making con-
straints on users of their information. Effective use of a forecast is not achieved
simply by sending information from one party to another; it is the result of
two-way interaction between the sender and receiver.

A focus on the process of decision-making is central to realistic deter-
mination of the opportunities for and limitations on use of forecasts to reduce
societal vulnerabilities to hurricanes (Pielke 1994). To focus on process is to
focus on the formulation, promulgation, and execution of particular decisions
(Lasswell 1971). Often, both scientists and policy-makers alike behave as if the
development of scientific information (such as a forecast) is sufficient to lead
to better decisions. From a decision-maker’s perspective, a call for better
information from scientists can forestall the need to make difficult decisions
while placing the burden of problem-solving upon the scientists (Clark and
Majone 1985). From a scientist’s perspective, a focus on information allows
for relative autonomy from the “politics” of decision-making and a
justification for continued funding. However, it is often the case that scientific
information is misused or pnot used at all because of rigidities in and
practicalities of decision-making processes (e.g. Feldman and March 1981).

Specific decisions are made in the context of a set of alternative courses of
action. For example, in order to better prepare for the hurricane threat,
citizens of New Orleans might desire a range of alternative responses to the
following questions: How strictly shall we enforce our buildings codes? At
what point in time before an approaching hurricane shall evacuation become
mandatory? How much, if any, increase in insurance should citizens be
required to carry in the face of a long-term forecast of increased hurricane
incidence? Alternative actions in response to each question are embedded in a
broader context of values, feasibility, and efficacy. For instance, building code
enforcement cannot be separated from issues such as the costs (to the resident)
of building a reinforced structure and the tax revenues necessary to hire a
sufficient number of building inspectors. In many respects, decisions to which
forecasts may be relevant are decisions about how a community wishes to
move into the future.

Policy-makers require some sense of the usefulness of short- and long-term
forecasts with respect to the hurricane problem in order to determine the
amount of resources to be placed into their development versus alternative
responses. However, demonstration of use or value of hurricane forecasts is a
challenging analytical task. Glantz (1986) notes that “one could effectively
argue that the value of climate-related forecasts will in most instances be at
least as much a function of the political, economic, and social settings in



HURRICANE FORECASTS 115

which they are issued than of the soundness of information in the forecast
itself”. Put another way, the solution to the hurricane problem is potentially
very different in Dade County, Florida, from that in Worcester County,
Maryland, and both of those may be significantly different from the solution
in Nueces County, Texas as a result of economic, political, and civic
differences between the various communities. Further, what works in the
mainland United States may not work as effectively on islands or in other
countries.

Apart from demonstrating the value of improved forecasts, accurate assess-
ment of societal vulnerabilities to hurricanes is a very challenging task. An
example of the difficulties in defining the extent and magnitude of the hurri-
cane threat is provided by the response of the insurance industry to Hurricane
Andrew. The 1992 event served as a “wake-up call” to the insurance industry.
Prior to Andrew the insurance industry largely ignored hurricane climatology
and instead kept records of hurricane-related deaths and economic damage,
according to Russell Mulder, director of risk engineering at the Zurich-
American Insurance group (Wamsted 1993). The insurance industry’s records
were accurate measures of their losses, but not of hurricanes: they neglected
storms that did not make landfall and underestimated the potential impact of
storms that made landfall in relatively unpopulated areas. Since Hurricane
Andrew, the insurance industry has paid closer attention to the hurricane
threat (e.g. Banham 1993; Noonan 1993; Wilson 1994). One would expect the
insurance industry to be among the most sensitive to societal vulnerability to
hurricanes; however, Hurricane Andrew demonstrated that even when concern
exists, accurate definition of the hurricane problem is difficult,

One expert in the value of forecasts states that “forecasts possess no
intrinsic value. They acquire value through their ability to influence the
decisions made by the users of the forecasts” (Murphy 1993). Yet, because
numerous factors contribute to any particular decision “assessing the ccon-
omic value of forecasts is not a straightforward task™ (Murphy 1994). That is,
a forecast is, at best, only one of a multitude of factors which influence a
particular (potential) user. It is often difficult to identify the signal of the
forecast in the noise of the decision-making process. Factors external to the
forecast may hinder its use.

Two complementary approaches to assessment of forecast value can be
summarized as use-in-theory and use-in-practice Murphy (1994) calls these
prescriptive and descriptive assessments of forecast value, while Glantz (1977)
uses the terminology of “what ought to be” and “what is”. Use-in-theory
refers to efforts to estimate the “value of forecasts under the assumption that
the decision maker follows an optimal strategy” (Stewart 1997). Generally,
economists, statisticians, and decision theorists share expertise in assessment of
use-in-theory (e.g. Winkler and Murphy 1985). Use-in-practice refers to
efforts, including case studies, to understand how decisions are actually made
in the real world and the value of forecast information therein (e.g. McNew
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et al. 1991). Political scientists, sociologists, and psychologists are examples of
those with expertise in assessment of use-in-practice.

It is likely that, as forecasts of hurricane incidence demonstrate increased
skill, the value of such forecasts will not be self-evident to most users. Hence,
it may be worthwhile for producers of both short- and long-term forecasts to
conduct an ongoing parallel research effort targeted at actual and potential
users. Such a parallel program could focus on assessments of use-in-theory
and use-in-practice in order to identify opportunities for and constraints on
improved and proper use of hurricane forecasts. Counties, states, and SLOSH
basins would be appropriate levels of analysis for an assessment. Particular
decisions could be identified from a decision process map, such as that created
by Lee County Flonida and reproduced as Appendix E. Such assessments may
find that in some cases a particular decision process may constrain effective
use of a forecast. Other assessments may find clear opportunities to leverage
forecast information for reduced vulnerability. If public funding dedicated to
the development of improved forecasts of hurricane activity are justified in
terms of their value added to social processes, then the sustainability of
support for such research may depend in large part upon demonstration of
actual use or value,

Where society ought to spend its limited resources to best address the
hurricane problem 15 not clear. The lessons of the weather modification
experience provide a warning to the scientific community. Modification of
hurricane incidence will remain impractical for the foreseeable future, in spite
of the mid-century optimism following an intensive series of efforts to “tame”
hurricanes in the 19505 and 1960s (Gentry 1974). Experience with hurricane
modification does provide one very important lesson: Care must be taken not
to “over-promise” expected benefits deriving from research (e.g. Tennekes
1990; Namias 1980).

Consider the following statement made in the late 1940z in a talk given by
Nobel Laureate Irving Langmuir at the dawn of optimism about hurricane
modification: “The stakes are large and with increased knowledge, I think thar
we showld be able to abolish the evil effects of these hurricanes™ (quoted in
Byers 1974, emphasis added). On one level such claims reflect the eternal
optimism of science and technology. But at another level, such claims are
publicly irresponsible and potentially damaging to the institution of science
(Changnon 1975). One can easily imagine a policy maker, excited by the
possibilities of Langmuir’s claim, making an argument that “preparedness
plans for hurricanes would no longer be necessary because in weather
modification scientists had discovered a magic bullet”, Of course, taking the
thought a step further, had a hurricane then hit a poorly prepared community,
it is reasonable to expect that blame would have been laid at the feet of the
scientist, and not the policy maker. In the context of forecasts of hurricane
activity, credibility with the public will be difficult to gain, and easy to lose
(Slovic 1993).
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Weather modification is perhaps an extreme example of the risks involved
with overselling science. However, in an era when science is increasingly called
upon to contribute to the resolution of many difficult societal problems,
demonstration of benefits may become central to sustained federal support of
research to develop improved forecasting capabilities.



43. Assignment 2, Module 9: Hurricanes Spawn Tornadoes:
https://www.livescience.com/37235-how-hurricanes-spawn-tornadoes.html
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Hurricanes and tornadoes are typically thought of as separate phenomena, with
tornadoes conjuring up images of the flat prairie and hurricanes associated with
the warm, coastal tropics. Hurricanes are much, much larger than tornadoes
(lrma's innards stretch some 400 miles, or 644 kilometers, across), but
tornadoes can generate much faster winds than hurricanes.

Sometimes, tropical storms and hurricanes, like Hurricane Irma, can spin out
tornadoes.

But how do hurricanes and tropical storms create tornadoes?

Hurricanes and tropical storms, collectively known as tropical cyclones, provide

all the necessary ingredients to form tornadoes. First, most hurricanes carry with
them individual supercells, which are rotating, well-organized thunderstorms.
These are typically the storms that spin up monster twisters in the Plains. All
tornadoes need thunderstorms to form, said Brian McNoldy, a researcher at the
University of Miami.

Second, hurricanes bring with them warm, moist air, which acts as their fuel. The
result? An instability in the atmosphere — namely, a layer of warm air with
slightly colder and less-moist air above it. This arrangement is unstable because
the warm air wants to rise, since it is less dense than the cooler air. [50 Amazing
Hurricane Facts]




Finally, hurricanes create wind shear, or an abrupt change in wind speed and
direction over a short change in height. These alternating winds can create
swirling air, called rolls. These vortices may then be flipped vertically —

creating tornadoes — by thunderstorm updrafts, which are basically currents of
warm, rising air, McMNoldy told LiveScience in 2013.

Most hurricanes that make landfall create tornadoes, McNoldy said.

"It's pretty uncommon to not have tornadoes with these," he said. Tornadoes
mostly form over land, instead of over water, because the land slows down
surface-level winds, creating even more wind shear, McNoldy said. Tornadoes
form wherever these pre-existing supercells happen to be, he added, but
meteorologists are still unable to predict exactly where tornados will strike.

These twisters usually form in the swirling bands of rain outside the cyclone,
typically in the "front-right quadrant” of the storm, McNoldy said. In other words,
if the storm is moving north, you're most likely to find tornadoes to the
northeast of the cyclone's eye, he said. In the case of Irma, which is moving
currently in the north-northwest direction, the National Hurricane Center says

tornadoes are a possibility in the southern, central and eastern portions of the
Florida Peninsula.

Cyclone-spawned tornadoes are not fundamentally different from the tornadoes
that form in the Great Plains. However, tornadoes born out of hurricanes tend to
be less powerful, usually not exceeding a rating of EF2 on the Enhanced Fujita
scale. Secondly, twisters that form in the Plains, like the tornado that struck

Moore, Oklahoma, in 2013, get all of their ingredients from separate places. In
the case of the Oklahoma tornado outbreak, for example, the warm air came
north from the Gulf of Mexico, while the cold air came south from Canada. In the
case of hurricanes, however, they provide all the required components for
twisters themselves.
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45. Assignment 2, Module 9: Hurricanes and Extreme Rainfall:
http://www.wpc.ncep.noaa.gov/research/mcs_web_test_test_files/Page1637.htm
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46. Assignment 2, Module 9: Hurricanes and Mudslide:
https://www.sciencedaily.com/releases/2014/07/140721123922.htm

Storm-triggered landslides: Examining causes of devastat-
ing debris flow

Date:  July 21, 2014

Source:  Wiley

Summary: Storm-triggered landslides cause loss of life, property damage, and land-
scape alterations. For instance, the remnants of Hurricane Camille in 1969
caused 109 deaths in central Virginia, after 600 mm of rain fell in mountain-
ous terrain in 6 hours. More recently, on 8 August 2010, a rainstorm-induced
landslide devastated the Chinese county of Zhouqu, causing more than
1000 deaths. A new modeling study examines the multiple factors, both nat-
ural and human caused, that came together to produce this event.
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Storm-triggered landslides cause loss of life,
property damage, and landscape alterations.
For instance, the remnants of Hurricane
Camille in 1969 caused 109 deaths in central
Virginia, after 600 mm of rain fell in mountain-
ous terrain in 6 hours. More recently, on 8
August 2010, a rainstorm-induced landslide
devastated the Chinese county of Zhouqu,
causing more than 1000 deaths. A new model-
ing study by Ren examines the multiple fac-
tors, both natural and human caused, that
came together to produce this event. The triad
of storm-triggered landslides is geological con-
dition, surface loading and vegetation roots,
and extreme precipitation.

Extreme precipitation can be explained by three factors:
low-level moisture buildup, conditional instability, and a lift-
ing mechanism. When several factors (e.g., El Nifio years,
hurricane remnants, lifting mechanisms (e.g., orography,
cold fronts, jets, and differential heating from land cover
contrast), and weather pattern phase-lock) work in syn-
ergy in a region, extreme precipitation may occur.



Using a multiple-phase scalable and extensible geofluid
madel, the author considered geological features of the
region, as well as an earthquake, drought, deforestation,
and topsoil erosion before the triggering storm. Previously,
drought conditions created cracks and crevices in the sur-
face; these cracks and crevices were deepened by the
2008 MT .9 Wenchuan earthguake.

Another key factor in setting up the conditions for the land-
shide was human-induced deforestation and topsoil ero-
sion, the study found. The results "underscore the urgency
for a high priority program of re-vegetation of Zhougu
County, without which the region will remain exposed to
future disastrous, progressive bulking type landslides,” the
author reports.



47. Assignment 2, Module 10: Storm Surge #2: https://www.sciencedirect.com/topics/earth-
and-planetary-sciences/storm-surge
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48. Assignment 2, Module 10: SLOSH: https://slosh.nws.noaa.gov/sdp/SLOSH-Display-
Training.pdf
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49. Assignment 2, Module 10: Storm Surge Impacts:
http://www.hurricanescience.org/society/impacts/stormsurge/
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Storm surge and coastal flooding have both vertical and horizontal dimensions. Storm surge can reach heights of more than 12
m (40 ft) near the center of a Category 5 hurricane, and fan out across several hundred miles of coastline, gradually
diminishing away from the hurricane’s center. Coastal flooding can reach far inland, tens of miles from the shoreline. While the
peak surge often occurs at the landfall of a storm along an open coastling, large surge has been found fo occur hours before
hurricane landfall as a “fore-runner” (e.g., during Hurricane lke along the Texas coast in 2003) and/or after hurricane landfall as
a “post-runner” (e.g, during Hurricane Wilma along SW Florida coast in 2005). These “fore-runner’ and “post-runner’ surges
can actually cause unexpected coastal flooding, damage property, and endanger lives.

Local topographic features such as buildings, levees, wetlands, sand dunes, and barrier islands reduce storm surge, wave
forces, and coastal flooding. At the same time, these topographic features may be reshaped or even removed during a severe
storm (see Ecosysiem Perspective: What can a hurricane do to the environment?. After the landfall and passage of Hurricane
Katrina (2005), levees in New Creans breached and catastrophic flooding followed shortly afterwards. Storm surge, wave, and
coastal flooding are also complicated by the presence of estuaries. For example, a long and narrow estuary can significantly
increase the storm surge due to a “funneling” effect. Storm surge can travel from the mouth to the head of an estuary, causing a
delayed peak surge in that location when winds have already subsided. Diverse geographic variations in local bathymetry and
topography result in very different responses of coastal regions to hurricanes. Hence, it is difficult to assign a uniform storm
surge value for a hurricane of any given intensity. Due to this, the Safir-Simpson Wind Scale no longer associates storm surge
value to hurricane of any category.
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Coastal areas are subject to flood risks, especially those associated with tropical
cyclones. As storm surge and waves propagate onto the coastal area, they can
continue to grow and inundate the beaches, buildings and vegetation, while being
dissipated at the same time. FEMA estimates the flood elevation due to storms surge
and waves with a 1% annual chance of occurrence. The 100-year Stillwater Elevation
does not include the effect of waves, while the Base Flood Elevation (BFE) includes
both storm surge and wave efiects (note the house that was built on stilis to meet the
BFE and how projected flooding may impact that house, vs. the structure without the
same mitigation measures in place). In the *V Zone®, humicane induced waves and
currents can generate significant hydrodynamic forces to destroy flooded buildings. In
the “A Fone”, wave effects are less significant but buildings can still be flooded.

The combination of storm surge, battering waves, and high winds can be deadly. In the United States, the Atlantic and Gulf
Coast coastlines are densely populated and many regions lie less than 3m (10 ) above mean sea level. In August 1969,
Hurricane Camille, the second most intense hurricane on record to hit the United States, produced a storm tide of 7.5 m (24.6
it) at Pass Christian, MS. The combination of Camille’s winds, surges, and rainfall caused 256 deaths (143 on the Gulf Coast
and 113 in the Virginia floods) and $1.421 billion in damage.
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51. Assignment 2, Module 10: Storm Size on Surge:
https://www.academia.edu/11963487/The_Influence_of Storm_Size_on_Hurricane_Surge#
:~:text=SEPTEMBER%202008%20IRISH%20ET%20AL.%202003%20The%20Influence,might
%20be%20estimated%20from%20the%20Saffir%E2%80%93Simpson%20hurricane%20sc
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TasLE 1. Saffir-Simpson hurrcane scale (Simpson 1974,
Mational Weather Service 2006).

Saffir-Simpaon Max 1-min wind Storm
calegory speed (me') surge (m)
1 330423 12-1%
2 42.9-49.2 18-24
3 49.6-58.1 2737
4 S8.6-69.3 40-55
5 =H03 =55

Figure 1 shows a measure of storm intensity (far-field
pressure, estimated as 1020 mb, less central pressure
Ap) and a measure of size (radius o maximum wind
specd K.,.) for Hurricanes Camille (left side) and Ka-
trina (right side) as a function of distance o landfall. As
this figure shows, Hurricane Katrina was significantly
larger than Hurricane Camille during ils enlire passage
through the Gulfl of Mexico, as well as during its final
approach to land. In this paper we will examine the
hypothesis that storm size significantly influences the
potential for storm surge generation in hurricanes. As
will be shown here, it is very likely that storm siee is the
dominant factor in surge generation for these two
storms, and that this is the primary reason why surges in
Hurricane Katrina [7.5-85 m: see US. Army Corps of
Engineers (2006a)] were substantially higher than
surges in Hurricane Camille [6.4-6.9 m; see 1S, Army
Corps of Engineers (2006b)]. Furthermore, it appears
that on all shallow coasts, the role of storm size in surge
generation can be of the same magnitude as storm in-
Lensity, particularly for intense storms.

In this paper we will first provide a background on
past efforts to characterize hurricane surge and an over-
view of hurricane surge generation. Next, we detail our
approach for investigating the surge response to hurri-
cane size, in addition to wind speed and continental
shell slope. Finally, we present our resulis and analyses
with respect to historical observations.

2. Background

To appreciate the lack of focus on hurricane size and
the emphasis on the Saffir-Simpson scale as an indica-
tor of hurricane surge, it is useful to examine the history
of storm surge response research. Earlier studies to cor-
relate peak storm surge with hurricane meteorological
conditions suggested that storm size 15 nol well corre-
lated with peak surge, and that the Saffir-Simpson scale
may be a reasonable surge indicator by area (Hoover
1957; Conner et al. 1957; Harris 1959, 1963; Jelesnianski
1972). Building on initial analyses (Hoover 1957; Con-
ner et al. 1957), Harris (1959, 1963) stated that peak

surge was determined by a simple relationship to the
central pressure and regional bottom slope. Jelesnian-
ski (1972) used a numerical hydrodynamic model o
develop a series of nomographs relating peak surge 1o
central pressure, storm size, and a shoaling [actor. Al-
though accounting for storm size, he noted that peak
surge was only weakly dependent on size.

Since the 19705, the scientific and public communities
alike have accepled that peak surge may largely be de-
termined from either the central pressure deficit or the
related maximum wind speed (Saffir-Simpson scale).
Conseguently, most hurricane surge studies, for both
forecasting and coastal protection design, have relied
heavily on intensity and wind speed as the determining
factors for hurricane surge response (e.g.. Berke et al.
1984). While both hurricane intensity and siee are regu-
larly included, along with local geometry, when simu-
lating and predicting hurricane surge with the Sea,
Lake, and Overland Surges from Hurricanes (SLOSH:
Jelesnianski 1984, 1990) and other models (e.g., West-
erink et al. 2007), the resulting surge from these pre-
diction models has traditionally been attributed 1o in-
tensity and presented with respect to the Saffir—
Simpson category. Blain et al. (1998) did investigate
storm size, but only in the context of optimizing grid
resolution for numerical surge simulation. Most meth-
ods 1o characterize surge in the Atlantic and Gulf of
Mexico, while considering storm size, have followed the
earlier works reported in the 1950s through the 1970s
and have not analyzed a large enough hurricane size
range, particularly in conjunction with very shallow
continental shelves, to fully capture the impact of hur-
ricane sige on surge generation (e.g., Taylor 1980
Russo 1998; Weisberg and Zheng 2006).

In the early 19%0s, Dolan and Davis (1992) and Davis
and Dolan (1993) recognized the shortcomings of the
Saffir-Simpson scale for predicting storm damage, and
they presented an intensity scale that additionally cor-
relates storm duration and wave power for extratropi-
cal storm evenls with coastal erosion and overwash.
Howewver, this intensity scale, which was developed for
very large weather systems, does not give an indication
of expected peak storm surge as it relates (o storm size.
Almaost all hurricane flood damage studies show that
damage 1o communities along the Gull of Mexico are
primarily a function of flood elevation. For example,
the extensive surveys conducted following Hurrnicane
Katrina did not show a high correlation between Qood-
ing duration and damage, but they did demonstrate a
high correlation between dood elevation and damage.

Weisberg and Zheng (2006) studied the inflluence of
the Saffir-Simpson scale (hurncane intensity ), landfall
location, forward speed. and direction with respect 1o







For the case of steady onshore wind acting uniformly
on a water body with constant bottom slope (5,), the
storm surge () 15 of the form

P -
CUEE ‘

where 715 the wind shear siress at the water surface and
V is wind speed. In the more realistic case of space—
time-varying hurrnicane wind fields, both storm size and
its forward speed affect the duration of high winds at a
given poinl. Close to the hurricane’s center, the cy-
clostrophic approximation for wind speed [Vir)] as a
function of distance from the storm eve (r), in the ab-
sence of storm forward motion, is given by (Holland

1980)
By RA MY 1T
wn:[{nr ) (pﬂp)e‘{nfi ] @

where £ is Holland's dimensionless parameter that dic-
tates the radial pressure profile shape and typically
ranges from 0.9 10 1.9, Evaluating Eq. (2) at the point of
maximum wind demonstrates that maximum wind
speed 15 directly proportional to the sgquare root of Ap,
thus illusirating the well-accepted view that Ap is the
primary scaling factor for the storm wind feld, and thus
storm surge. However, Eq. (2) also demonstrates that
the radial size of the storm is important when consid-
ering the spatial disiribution of hurricane winds, and
suggests that storm size must also contribule o storm
surge generalion.

In nature, the cyclonic wind field distribution is
modified by several factors. As the storm approaches
the coast, the hurricane track angle relative to the coast
and the hurricane forward speed both strongly influ-
ence the progression of the wind directions. Thus, in the
more general case, storm intensity, size, track, and for-
ward speed, and bottom slope are all expected to infls-
ence coastal hurricane surges. Other factors affecting
total surge at the shoreline include attributes of the
coastal landscape, such as the configuration of the
land—sea mterface, the botlom roughness in offshore
and inundated areas, and the relative phase of asiro-
nomical tide and hurricane landfall. The influence of
specific historical hurricanes on specific coastal land-
scapes along the Gulf of Mexico has been well studied
by a number of investigators (e.g., Westerink et al.
2007; Signorini et al. 1992; Loettich et al. 1992; West-
erink et al. 1992). It is our intent here o simplify the
storm surge problem o more generally assess the in-

fluence and interaction of meteorological parameters
like storm size with regional-scale topography, namely,
continental shelfl slope.

3. Approach

To mvestigale the mmfluence of storm size on peak
storm surge, a numerncal investigation of idealized hur-
ricanes was conducted. The assumptions made in our
analysis are fairly simple, and we have done this on
purpose o isolate surge scaling with storm size. Central
pressure deficit, storm size, storm forward speed, and
peakedness, in conjunction with information on the
background pressure feld, were used as input into a
coupled hurnicane vortex—planetary boundary layer
(PBL) model (Thompson and Cardone 1996) 1o esti-
mate sustained near-surface winds throughout the
SLorm.

Storm wind and pressure helds were generated using
the PBL model for 18 unique &, and Ap pairs by
incrementally varying &, from 1835 to 55.6 km, and
Ap from 40 1o 130 mb. For each field, the R, and Ap
values were held constant as the storm progressed due
northward with a speed of 5.1 ms™". Additional wind
and barometric pressure felds with aliernate track
angles and forward speeds were also generated 1o as-
sess surge generalion sensilivity to these parameters. In
addition to this base set of simulations, a series of sen-
sitivity simulations were carried out to assess the impact
on peak surge by hurricane track vanation (607 to the
wesl through 457 o the east of due north) and forward
speed (26-103 ms .

Using the PBL-modeled wind fGelds, storm surges
along the shoreling were computed from the Onite-
element longwave ADCIRC numerical model {West-
erink et al. 1992: Luettich et al. 1992), with the coeffi-
cient of wind drag within the ADCIRC model
“capped” o follow measured wind drag relationships
(Powell er al. 2003).

For this experiment, the ADCIRC model domain in-
cluded the entire Gulf of Mexico water body, with sim-
plifications. In particular, the northern gull boundary
was represented by a straight coastling with an east—
wesl orentation. The regional bathymetry within the
model grid was further simplified by uwsing shore-
parallel contours with a constant bottom slope. Using
this grid configuration, storm surge simulations were
performed for eight different bottom slopes S5 ranging
from 1:10 (0 to 1:250. These slopes represent very mild
to very steep idealized continental shell regions, with
the mildest slope representative of conditions in the
vicinity of New Orleans, Louisiana.

4. Numerical simulations

To guantify the influence of storm size on surge, peak
storm surge for each storm and slope combination was
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Most Intense (3, 4, 5) Continental United States Hurricanes: 1851 - 1970, and 1983-
2023
(Revised in May 2024 to include the 2023 hurricane seasons’ reanalyses)
. . . _ Max || oo RMW| Central
|Rank]| # Date Time (Latitude|Longitude|Winds Pressure States Affected Mame
(kt) HWS| nm (mb)

1| 3|@/3/1935 02007 24.8N 80.8W 160 5 5 892 [CFL3,BFLS “Labor Day”

2| o|8/18/1969 |[0400Z) 30.3N || 89.4W 150 5 10 200 |MS55,LAS,ALL Camille

3| 48/26/1992 |(09057| 25.5N 80.3W 145 5 10 922 |[ICFL3,BFL4 Andrew

414(10/10/2018|1730Z|| 30.0M || 85.5W 140 5 10 219 ||AFLS,I-GAZ2 Michael

5| 1)8/10/1856% 18007 29.2N 91.1W 130 4 10 934 (La4g "Last Island”

5| S|8/20/1886 (|1300Z|( 28.1N || 96.8W 120 )| 4 15 925 |[BTX4 "Indianola”

5 219/10/1919 (0700Z|[ 24.6N || 82.9W 120 )| 4 15 227 |BFL4,CFLZ2  ffeeeeeee--

5 2)8/14/1932 (0400Z)( 29.0N || 95.2W 120 ) 4 10 235 |[CTX4,BTX1 "Freeport”

5 38/13/2004 [1945Z| 26.6N || 82.2W 120 ) 4 ] 241 |BFL4,CFL1,DFL1 Charley

5(13)8/27/2020 (06007 29.8N || 93.3W 130 ) 4 15 2939 |[Lag,ATX1 Laura

5 98/29/2021 (16552 29.1N || 290.2W 120 )| 4 10 231 |[Lag Ida

5 o@/28/2022 19057 26.7N 82.2W 130 49 20 941 (BFL4,ICFL1,DFL1,5C1 Lan

6| 7|2/18/1926 |[1200Z) 25.7N || 80.3W 125 || 4 20 930 |[CFL4,BFLZ M?;f:it"
"Lake

6| 4(9/17/1928 |0000Z| 26.7M || 80.0W 125 | 4 30 929 |ICFL4,BFL3 AFL1,DFL1 Okeechobee”

6| 5(9/10/1960 |(0700Z| 24.8NM || 80.9W 125 || 4 20 230 |[BFL4,CFL4 Donna

6| 3| 9/11/1961 |[2000Z) 28.3N || 296.4W 125 || 4 20 931 |[BTX4, CTX3, ATX1 Carla

7| 19/9/1900 02002 29.1N || 95.1W 120 )| 4 15 236 |[CTX4 "Galveston”

7| 4|8/3/1970 21007 27.8N || 97.1W 120 )| 4 10 244  |[aTX4 Celia

7\119/22/1980 |0400Z| 32.8N || 79.8W 120 )| 4 20 234 |[SC4,INC1 Hugo
"Chenier

gl10|10/2/1893 |[0800Z| 29.3N || 89.8W 115 || 4 10 248 |[Lag Caminanda®

8| 7|[10/2/1898 |[1600Z) 30.9N || 81.4W 115 || 4 20 238 |Ga4,DFLZ f--mmmmme--

8| 2(8/17/1915 |(0700Z| 29.2N 95.1W 115 4 25 940 (CTX4,BTX1,LA1 "Galveston”

B| 68/18/1916 |2200Z| 27.0M || 97.4W 115 || 4 25 232 |laTX4¢ e

8| 9|2/15/1945 |[1930Z) 25.3N || 80.3W 115 || 4 10 249 |[CFL4,BFL2Z,DFLT [----------

8| 49/16/1947 |16320Z| 26.1N || 80.1W 115 || 4 15 243 |[CFL4,BFLZ  feememee--

8| 8|2/22/1948 |[0500Z) 25.8N || 81.3W 115 || 4 10 240 |BFL4,CFLZ2  fl--mmem---

8| 28/26/1949 |23007| 26.6M || 80.0W 115 || 4 20 254 |[CFL4,BFL1,AFL1,DFL1,GAT  [----------

8(11|10/18/1950|0500Z)| 25.7N || 80.2W 115 || 4 5 955 |[CFL4,DFL1 King

8|14(10/14/19541530Z| 33.9N 78.6W 115 49 20 938 [5C4,NC4 Hazel

8| 82/29/1959 |[1700Z) 32.5N || 80.4W 115 || 4 10 251 |[SC4 Gracie

8| 3| 9/8/19565 (04007 29.2N 90.1W 115 4 30 946 (Ladg Betsy

8| 98/25/2017 |0300Z| 28.0N || 96.9W 115 || 4 10 237 |[BTX4 Harvey

B(11|2/10/2017 |[1300Z) 24.7N || 81.5W 115 || 4 10 231 |BFL4,CFL1 Irma

9| 69/16/1855%|0200Z| 29.2N || 80.5W 110 3| - 245 |[LA3,MS3 Spllgjril'? Gulf

9| 1(8/11/1860%|2000Z| 29.2N || 290.0W 110 3 | - 245 |[La3 mMs3 A2 fleeemee--

ol 42/1/1879% |[1600Z) 29.5N || 91.4W 110 3| --- 245 Laz e




o[ 2fg/13/1880#0100Z] 25.8N || 97.0W | 110 3 | 10| 931 Jarxa |-
o[ 2fo/10/1882 |o200Z] 30.4aN | 86.8W 110 | 3 | - | 949 |AFL3.ALL 00000000 |-
o[ 3|g/16/1888% 10007 25.8N | 80.1w || 110 || 3 | - | °45 |cFi3,BFLT |-
9| 4fo/29/1896 |[1100Z] 29.2N || 83.1W || 110 || 3 | 15 | 960 ||AFL3,DFL3,GA2,5CL,NCL VALF—-----—
a| elo/29/1915 [1800Z] 29.1n | 90.3w 110 3 | 20 | 244 |Laz,ms2 O'\:l“::ns,_
g[iofe/5/1933 04007 26.1N | 07.2w || 110 3 | 20 | %40 Jarxa |-
g[11e/4/1933 |o500Z] 26.0N | 801w | 110 3 | 15| 948 o,z 000 |-
o[ 2fe/23/1941 |2200Z] z8.8N || 95.6W || 110 3 | 20 | 942 |crx3.BTX2 |-
o[ 2f6/27/1957 [1330Z] 29.8N | 93.7w |110 || 3 | 15 | 946 |LA3,CTX2 Audrey
o[ 8e/27/1958* 18007 33.0N | 77.6W || 110 3 | 20 | 238 |NC3 Helene
9[12e/29/2005 [1110Z] 29.3N | 80.6W | 110 | 3 | 20 | 920 |LA3,MS3,AL1 Katrina
10[10[L0/12/1886 22002 29.8N || 93.5W | 105 3 || -— || 950 |pAs.ctx2z -
10[ ofto/13/1893 13002 33.0N | 79.5W | 105 | 3 || 15 | 955 |SC3,NC2,VAL |-
10| 5[t0/9/1894 03007 30.2N | 85.5W | 105 3 | — | 950 |AFL3,GA1 |
10| 3fg/18/1899 |o100Z] 35.2N | 75.8W | 105 || 3 | -— | 945 |Nc3 0 -
10 8fto/18/1906 09002 24.7N | 811w | 105 || 3 | 10| 953 |BFL3,cFL3 |-
10[ 2f7/5/1916 |2100Z] 30.4N | 88.4W | 105 3 | 20 | 950 |MS3.AL2,AFLZ |-
10[ 1fe/6/1018 |1800Z7] 29.8N | 93.2w | 105 || 3 | 10| 955 |LAs,ctxx | —
10| 6ye/21/1938 [poooz| 40.7n | 72.0w | 105 | 3 [ 40 | 041 |N¥3,cT3,RIZMAZ Eﬁ;ﬁ:ﬁdr‘f.ew
10[13[t0/18/1944 210027 24.6N | 82.0w | 105 3 || 30 | 949 |prLz 0 |-
10[ 5fo/5/1950 |[17007] 29.1N | 82.8W | 105 | 3 || 15 | 960 |AFL3,BFLL Easy
10| ofo/16/2004 06502 30.2N | 87.0W | 105 | 3 | 25 | 946 |AL3,AFL3 Ivan
10[10fe/26/2004 |0400Z] 27.2N | 80.2W || 105 | 3 | 45 | 950 ||CFL3,BFLL,AFLL Jeanne
10 4f7/10/2005 [1930Z] 30.4N | 87.1w |105 || 3 | 5 | 946 |AFL3,IALL Dennis
10[21|10/24/2005 [1030Z]| 25.9N | 81.7W | 105 | 3 || 25 | 950 |BFL3,CFL2 Wilma
“Great
11| 4fg/23/1851% (21002 30.1N | 857w | 100 | 3 | -—- | 955 |AFL3,GA1 Middle
Florida"
11| 1fg/26/1852 |os00Z| 30.2n | 88.6w | 100 | 3 | 10| o961 [AL3,MS3,LAZ,AFLL Mirt‘f”a;
11| 2|o/8/1854 |2000Z| 21.7n | 811w | 100 | 3 | 40| oS0 [GA3,5C2,DFLL ciﬁ:ﬁfna
11] 3] 9/8/1965 |11007] 25.0N | 80.5W | 100 | 3 | 30 | 952 |BFL3, CFL3 Betsy
"Eastern
11| sfa/s/1869 [2200Z| 41.4n | 717w | 100 | 3 | 30 | 965 |RI3,MAZ,CTL New
England”
11 3fg/17/1871% 02002 27.1N || 80.2w | 100 | 3 || 30 | 955 |ICFL3,DFLLAFLL  |F----m-
11| 5[10/7/1873% 01007 26.5N | 82.2w | 100 | 3 || 25 | 959 |BFL3,CFL2,DFL1 |-
11| 3fo/16/1875 |2100Z] 27.7N | 97.2w | 100 || 3 || -— | 955 |pTX3.ATx2  |F-o--e-
11| 4ft0/3/1877% 05002 30.0N | 85.5W | 100 3 || -— | 955 |AFL3,GAL  |F-e-
11 2fg/18/1879 |1200Z] 34.7N | 76.7W | 100 || 3 || 15 | 971 |Ncavaz 0 e
11| 6g/28/1893 05007 31.7N | 81.1W | 100 | 3 | 25 | 954 |GA3,5C3,NC1,DFLL FSea Island”
11| 4f7/21/1909 |1700Z] 28.9N || 95.3W | 100 || 3 | 20 | 959 |cTX3 "Velasco”
11| ofo/21/1909 o000z 29.5N || 91.3w | 100 | 3 | 30 | 952 |LA3.Ms2 "Grand Isle”
1111to/11/1900 18002 24.7N | 810w | 100 3 || 20 | 957 |BFL3,cFLB  |F-e-
11| 4fp/29/1917 |0200Z] 30.4N | 86.6W | 100 | 3 || 40 | 949 |AFL3,LA2,AL |
11 2fp/14/1919 |p100Z] 27.2N | 97.3W | 100 || 3 || 35| 950 |ATX3,BTX3  |F---e-
11| 6[10/25/1921 20002 28.1N | 82.8W | 100 | 3 | 20 | 958 |BFL3,AFL2,DFLL "Tampa Bay"




11| 3|8/25/1926 (23007 29.2N 90.9wW 100 3 15 987 LAz e
11| 7|9/20/1926 [[2200Z7|| 30.3N B7.0W 100 3 15 955 JAFL3ALIM51T 0 e
11| 2|9/28/1929 [1300Z7|| 25.0N B80.5W 100 3 30 248 |BFL3,CFLZ e
11| 3|8/30/1942 [[0900Z|| 28.3N 96.6W 100 3 20 950 |BTX3,CT¥x2 -
11| 5|8/27/1945 [[1200Z|| 28.2N 96.7W 100 3 10 2963 |[BTH3ATX1,CTX<X1 -
11| 6|8/321/1954 [[1400Z|| 40.9N T2.2W 100 3 20 955 |[NY3,CT3,RIZ,MAZ,NC1 Carol
11| 1|e/8/1966 19002 24.6N B2.7W 100 3 - 962 |[BFL3,AFL1 Alma
11jj13|9/20/1967 [[1200Z]| 25.9N 97.2W 100 3 10 940 |[ATX3 Beulah
11| 3|8/18/1983 [[0700Z|| 29.1N 95.1W 100 3 10 92 CTX3 alicia
11| 5|9/2/1985 13002 30.4N 89.2W 100 3 10 959 JAL3 MS53 AFL3 Elena
11| 4|8/26/1992 [0830Z|| 29.6N 91.5W 100 3 20 956 [LA3 andrew
11 5l8/21/1993 21007 35.2N 75.1W 100 3 30 961 [NC3 Emily
11f17[t0/4/1005 |[2200Z] 30.3N || 87.1W || 100 || 2 || 50 || 042 [AFL3,IALL Opal

11| 6o/6/1906 0030z 33.oN || 78.0Ww || 100 || 2 | 40 | 954 |NC3 Fran

11| 2[e/23/1000 [ooo0Z| 26.0N || 07.4W || 100 || 2 | 10 | 951 |ATX3 Bret
11]18]o/24/2005 [[0740Z] 28.7N || ©3.7W | 100 || 3 || 20 || 937 |LA3,CTX2 Rita
11|28fto/28/2020|21002] 28.2N || 90.6W || 100 || 3 || 20 || ©70 |LA3,MS2,I-ALL Zeta
11fjocfos/30/202311452] 20.onN || 83.6W || 100 || 2 | 10 | 950 |AFL3,I-GA1L Tdalia

MNotes:

Date/Time: Date and time when the circulation center crosses the U.S. coastling (including barrier islands). Time
s estimated to the nearest hour.

Lat/Lon: Location is estimated to the nearest 0.1 degrees latitude and longitude (about & nm).
Max Winds: Estimated maximum sustained {1 min)} surface (10 m) winds to occur along the U. S. coast.

SHWS: The estimated Saffir-Simpson Hurricane Wind Scale at landfall based upon maximum 1-min surface winds.
RMW?: The radius of maximum winds (primarily for the right front quadrant of the hurricane), if available.

ent Press: The central pressure of the hurricane at landfall. Central pressure values in parentheses indicate that
he value is a simple estimation (based upon a wind-pressure relationship), not directly measured or calculated.

tates Affected: The impact of the hurricane upon individual U.S. states by Saffir-Simpson Scale (again through
he estimate of the maximum 1-min surface winds at each state). (AT®-South Texas, BTX-Central Texas, CTX-North
exas, LA-Louisiana, MS-Mississippi, AL-Alabama, AFL-Morthwest Florida, BFL-Southwest Florida, CFL-Southeast
Florida, DFL-MNortheast Florida, GA-Georgia, SC-South Carolina, NC-North Carolina, VA-Virginia, MD-Maryland, DE-
Delaware, NJ-New Jersey, NY-New York, PA-Pennsylvania, CT-Connecticut, RI-Rhode Island, MA-Massachusetts, MH-
New Hampshire, ME-Maine. In Texas, south is roughly from the Mexico border to Corpus Christi; central is from
north of Corpus Christi to Matagorda Bay and north is from Matagorda Bay to the Louisiana border. In Florida, the
north-south dividing line is from Cape Canaveral [28.45N] to Tarpon Springs [28.17N]. The dividing line between
west-east Florida goes from 82.69W at the north Florida border with Georgia, to Lake Okeechobee and due south
lalong longitude 80.85W.)

& - Indicates that the hurricane may not have been reliably estimated for intensity (both central pressure and
maximum 1-min windspeed) because of landfall in a relatively uninhabited region. Errors in intensity are likely to be
underestimates of the true intensity.

¥ - Indicates that hurricane made landfall first over Mexico, but caused hurricane winds in Texas. The position given
s that of Mexican landfall. The strongest winds impacted Mexico. The winds indicated here are lower than in
HURDAT and are lower than they were over Mexico. Central pressure given is that at Mexican landfall.

* - Indicates that the hurricane center did not make a U.S. landfall, but did produce the indicated hurricane-force
winds over land. In this case, central pressure is given for the hurricane's point of closest approach.
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DEFINITIONS

Cyclone: An atmospheric closed-circulation rotating counterclockwise
in the Worthern Hemisphere.

Extratropical Stage: 1In tropical meteorology this refers to the
transformation of a tropical cyclone from a warm core to a cold core
system. This process usually occurrs poleward from the belt of
tropical easterlies.

GMT: Greenwich Mean Time. Also referred to as "Z" time or Zulu time.
Mean solar time of the meridian at Greenwich, England, used as the
basis for standard time throughout most of the world.

Hurricane: A warm-core tropical cyclone in which the maximum sustained
surface wind (l-min mean) is > 64 kt.

Enot: The unit of speed in the nautical system; 1 n.mi. h-l It is
equal to 1.1508 mi h~l or 0.5144 m s~1,

Millibar: A pressure unit of 1000 dyn cw~2, convenient for reporting
atmospheric pressures.

Subtropical Cyclones: Nonfrontal, low pressure systems that comprise
initially baroclinic circulations developing over subtropical waters.
There are two types: (1) A cold low with circulation extending to the
surface layer and maximum sustained winds generally occurring at a
radius of about 100 mi or more from the pressure center. These ey-
clones sometimes undergo a metamorphosis and become tropical storms
or hurricanes. (2) A mesoseale ecyclone originating in or near a
frontolyzing zone of horizontal wind shear, with radius of maximum
sustained winds generally less than 30 mi. The entire circulation
sometimes encompasses an area initially no more than 100 mi in dia-
meter. These marine cyclones may change in structure from cold te
warm core. While generally short=lived, they may ultimately evolwve
into major hurricanes or inte extra-tropical cyclones.

Subtropical cyclones are classed according to intensity as follows:

a. Subtropical Depression: A subtropical cyclone in which the maxi-
mum sustained surface wind (l-min mean) is <€ 33 kt.

b. Subtropical Storm: A subtropical e¢yeclone in which the maximum
sustained surface wind {l-min mean) is > 34 kr.

Tropical Cyclone: A nonfromtal low pressure system of synoptic scale
developing over tropical or subtropical waters and having definite
organized circulatiom.

Tropical Depression: A tropical cyclomne in which the maximum sustained
surface wind (l-min mean) is £ 33 kt.

Tropical Storm: A warm-core tropical cyclome in which the maximum
sustained surface wind (l-min mean) ranges from 34 to 63 kt.




A TROPICAL CYCLONE DATA TAPE FOR THE
NORTH ATLANTIC BASIN,! 1886-1982:

CONTENTS, LIMITATIONS, AND USES

Brianm R, Jarvinen, Charles J. Neumann, and Mary A. 5., Davis
NWS, Nationmal Hurricane Center, Miami, Florida

ABSTRACT

The National Hurricane Center maintains a computer file on
North Atlantic tropical cyclones. The file contains dates,
tracks, wind speeds, and central pressure values (if avai-
lable) for all tropical cyclones occurring over the 98-year
period, 1886 through 1983 and is updated annually. The
data organization, format, and limitations are discussed
and several uses of the data are demonstrated.

INTRODUCTLON

The National Hurricane Center (NHC) is essentially a forecasting,
rather than a data collecting, agency of NOAA. However, pursuant to
its operational responsibility in the detection, tracking, and fore-
casting of tropical cyclones, and its additional responsibility in the
applied research and publie service area, the Center maintains
detailed computer files on North Atlamtic tropical storms and hurri-
canes. This report describes the content, format, limitations, and
uses of the data, hereafter referred to as the HURDAT (HURricane DATa)
data set.

2. BACKGROUND OF DATA SET

The initial requirement for computerized tropical cyclone data at NHC
can be traced to a requirement of the WASA Space Program in the mid-
1960's. At the request of Space Program officials, Hope and Neumann
(1968) of the Spaceflight Meteorology Group, formerly collocated with
the Wational Hurricane Center, studied the climatological impact of
tropical cyclones on launches of space vehicles from the Kennedy Space
Center. An extension to the authors' studies led to the operational
HURRAN (HURRicane ANalog) program (Hope and Neumann, 1970) for the
prediction of tropical cyclone motion out through 72 hr.

Originally, Hope and Neumann based their studies on a now obsclete
card deck 988 (CD 988) obtained from the National Climatie Center.

IThe Worth Atlantie tropical cyclone basin includes most of the North
Atlantic, Gulf of Mexico, Caribbean Sea, and adjacent land areas.



However, the original card deck has been extensively revised by NHC
and tailored to its specific meeds. Under the sponsorship of the U.5.
Navy, the National Climati¢ Center has also revised card deck 988 and
reissued it as card deck 993. The tropical cyclone tracks for the
1886 through 1963 portien of this latter deck correspond to those
given by Cry (1965). The tropical cyclone tracks in HURDAT correspond
to those given by Neumann, et al. (1981) in a revision to Cry, in
which tracks are extended through the 1980 hurricane season. The
revision also includes a few changes to some of Cry's original tracks.
A copy of this data set may be purchased from NOAA/NESDIS, National
Climatic Center, Federal Buildimpg, Asheville, RC, 28801. 1In
requesting the tape, specific referrence should be made to the NHC
edition.

3. THE HISTORY OF DATA OBSERVATIONS

The four basic pieces of information recorded on the computer file are
the tropical ecyclone's position (latitude and longitude), maximum
sustained wind speed in knots, the central pressure in millibars (if
available), and the time and date. The availability and accuracy of
these parameters has by no means been constant throughout the years.
Figure 1 indicates graphically the technical advances in observing
systems that have occcurred since the formation of the Hurricane
Warning Service im 1871, This figure shows that, until organized
reconnaissance began in 1944, the two major sources of information on
tropical cyclones were land stations and ships at sea. Undoubtedly,
during this early period some storms went undetected. However, ships
encountered tropical cyclones more frequently in earlier years because
they did not always have the benefit of forecasts. Many times a storm
was detected and then "lost" for several days before it was encoun-
tered by another ship or observed from a land statiom. At other times
a storm moved over land stations and through the major shipping lanes,
thus allowing its track and intensity to be determined with a reaso-
nable degree of accuracy. Therefore, during this early period of data
the most useful information is track rather than wind data, although
some of the tropical cyclones do have useful maximum wind information.
Nevertheless, the user of the wind information is cautioned not to
make an overly precise interpretation of this parameter for the entire
period of record and especially before 1944. The reader is referred
to Weumann, et al. (1981) for a list of additional references on tro-
pical cyclone tracking.

Organized aircraft reconnaissance has allowed continuous monitoring of
the storm's track, maximum sustained wind field, and central pressure.
This is reflected in the increase of pressure data beginning in 1944.
The coastal radar network has improved the track information mainly
for landfalling storms.

The largest single advance in the detection and tracking of tropical
cyclones has been the introduection of weather satellites with their
associated wvisible and infrared sensors. With the imitial positieon of
a tropical cyclone determined from satellite a reconnaissance aircraft
is dispatched to measure the more precise wind field, central
pressure, and location of the center.
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Figure 3.
The Galveston radar was able to make
before the cyclone passed out of its
ville's range. Note the small-scale
track and compare this with the best

Radar center estimates for tropical cyclone Anita, 1977.

several estimates
range and into Browns-
oscillations in the
track in Figure 2.

First, small-scale oscillatory (trochoidal) motions which are tran=
sitory in nature and not representative of the more conservative

motion of the entire storm envelope must

be considered.

Smoothing is

necessary to remove these small-scale motions, which are on the order

of 5 to 20 n.mi. about some mean path.
eye oscillations on tropical cyclone Carla,
Figure &4.
gery of tropical cyclone Belle,
Mayfield (1977). Therefore,
best estimate of the larger scale storm motion,
locations of the eye.

1976,

Second, for a number of reasons,

Radar documentation of these
1971, is presented in
Recent evidence of similar motion based on satellite ima-
is provided by Lawrence and
final tracks should be considered as the

rather than precise

the pattern of wind, rainfall, and

storm surge are typically higher in the right semicircle of a storm

(looking towards the direction of motion) where
translational forces work
must take into account these asymmetries.
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in the same direction.

the rotational and
Again, final tracks






Before 1931, only 1200 GMT positions were recorded on the original
card deck 988 (see page 1). The three intermediate positions were
interpolated from the 1200 GMT positions. From 1931 through 1956,
although four positions per day were determined by the forecaster,
only the 0000 and 1200 GMT positions were recorded. Here it was
necessary to interpolate for the 0600 and 1800 GMT positions. A
nonlinear interpolation scheme was used to obtain these intermediate
positions. The polynomial interpolation described by Akima (1970)
gave highly satisfactory results. However, each track interpolation
was carefully checked to insure that important features, such as loops
in the track, were retained,

Beginning in 1956, storm positions were recorded four times per day
for verification of official forecasts which are also issued four
times per day. The need for these positions increased during the
1960's with the coming of the computer age; they are required for many
purposes, such as computer plotting of the tracks, implementation of
the operational models, verification of the forecasts from the opera-
tional models, and verification of the official forecasts.

5. WIND SPEEDS

Each of the four daily storm positions has a corresponding wind speed.
These wind values are specified in knots and rounded te the nearest
5-kt value, i.e., 68 kt becomes 70 kt while 67 kt becomes 65 kt. The
wind values are estimated or measured averages over a l-min period.
Therefore, these values are not the peak winds or gusts. For further
information on the relationship of gusts to average winds, the reader
is referred to Dunn and Miller (1964), pp. 61-67; Padya (1975); and
Atkinson and Helliday (1977).

To understand the limitations of the wind speed values, it is instruec-
tive to explore the various means by which the different observing
platforms have actually measured the wind. First, for land stations,
several types of wind recording devices have been used over the period
of record. For example, in the 1890's, triple register instruments
were introduced. The wind speed was one of the parameters measured
and recorded by a counter device utilizing a 3-cup anemometer. In the
1950"'s, the present day recording device used by the Wational Weather
Service was introduced, HKnown as the F-420 system, it measures wind
speed and direction and also records wind gusts. Several other types
of anemometers have been used in the recording of the maximum wind
speed. These include 4-cup and 22-cup anemometers, it is felt that
larger errors are introduced by the location and height of a par-
ticular anemometer.

The locations and heights of anemometers have wvaried at National
Weather Service stations as the stations have been moved. The expo-
sure of the anemometer to buildings can be very significant. For
example, during the most destructive storm in the history of Miami,
Florida, in 1926, the official recording anemometer was between
several large buildings. 1t was estimated by the meteorologist in
charge that the wind values recorded were approximately one-half of
the actual value.



It should be noted that the chance of a tropical cyclone passing
directly over a fully instrumented facility is remote. On many occa-
sions, even when a storm passes over a populated area, the maximum
wind must be inferred from indirect evidence, such as peripheral wind
measurements or damage profiles.

Estimations of the wind over the ocean by ships are determined by the
state of the sea and given in the Beaufort scale. Over the past 30
years some ships have been instrumented with anemometers. However,
because the ship is a moving platform (in three directions), correc-
tions are necessary to determine a wind value. The state-of-the-sea
determination is a one-step observation and is thus favored by mari-
ners. A study by Shinners (1963) found that anemometer-measured winds
versus state-of-the-sea-determined winds were (1) lower up to about 20
kt, (2) approximately the same from 20 to 30 kt, and (3) greater above
30 Ft. In other words, state-of-the-sea~determined winds are under-
estimates of the actual wind at higher speeds. The magnitudes of
these underestimates are approximately 6 kt for the range 36 to 45 kt,
13 kt for the range 46 to 55 kt, and 15 kt for the range 56 to 65 kt.
However, both types of wind values are received in ship reports teday.

Likewise, although aircraft reconnaissance measures the flight-level
winds anywhere from 500 to 10000 ft, the surface winds are a subjec-
tive estimate based upon observation of the sea state and/or tables

relating flight-level winds to surface winds.(Black and Adams, 1983)

Finally, wind speed values were computed on occasions from pressure
values using the formula (Eraft, 1961):

Voax = “*""'“':‘J-3‘1"a.*.-e=uter:"l"’2
where:

Voaax = mDaXimum sustained wind
and
Poenter = pressure at center inm millibars

Since the advent of weather satellites, techniques have been developed
by Dvorak (1973 and 1975) and Hebert and Poteat (1975) to determine
wind speed from the shape of a tropical and subtropical cyclone's
cloud field, respectively. This estimation, along with those received
from aircraft reconnaissance, forms the main nucleus of information te
determine the final wind field. Figure 5 containe final surface wind
and pressure profiles for tropical cyclome Anita, 1977. Also shown
are the original surface wind and pressure information which was used
to determine the profiles. Time increases to the right. The wind
speed is specified in knots and pressure in millibars. The scatter
and discrepancies in the various wind reports is quite evident. Here,
again, as in the best track determination, the analyst subjectively
determines the profiles. It is extremely important for the analyst to
understand the weaknesses and strengths of the various measuring plat-
forms.






given., It is clearly evident from the raw pressure data that the
central pressure is a much more conservative property of the tropical
cyclone thanm the wind field.

7. DATA FORMATS

The master deck that was used to generate the computer file consisted
of three types of cards: Title, Data, and Classification. Each storm
has one title card containing all required information to identify it.
The first item onm the card is the sequence number. The month, davy,
and year follow in that order. This is the first day on record for
the storm. The next three numbers refer to the number of days the
storm was in existence (M), the storm number for that year, and the
cumulative storm number (SNBR), where the first storm in 1886 is 1 and
the last storm inm 1983 is 815. The next wvariable is the storm name.
Before the naming of tropical storms in 1950, a "not named" message
fills the space on the cards. The next item on the card is a storm
crossing index (XING). The final item on the card is the
Saffir/Simpson Hurricane Scale (555). 1In the present version this
number should be ignored before 1899. To relate hurricane intemnsity
to damage potential, the National Hurricane Center has adopted the
Saffir/Simpson Hurricane Scale. This descriptive scale, over a range
of categories 1 through 5, is shown in Table 4. Saffir/Simpson scale
numbers are given only for hurricanes that crossed the continental
United States. In a few instances, a Saffir/Simpson number of zero
appears. This indicates that the storm, although classified as a
hurricane over coastal waters, weakened to below hurricanme strength
before crossing the immediate coast line. On the title card, column
80 is used to denote the last storm of the year if punched with amn L.

The single Title card is followed by two or more Data cards, one for
each GMT day of the storm's existence. Each contains four sets of
numbers where each set contains the storm type, the storm position
(latitude in degrees north and longitude in degrees west), wind speed,
and the central pressure. The sets correspond to the times 0000,
0600, 1200, and 1800 GMT. The storm types are *-Tropical Storm or
Hurricane, D-Tropical Disturbance, S5-Subtropical Storm, W-Tropical
Wave, and E-Extratropical Storm.

The Classification card's purpose is to classify the maximum status
attained during a storm's life. The index can take on one of three
values: Tropical Storm (TS), Hurricame (HR), or Subtropical Storm
(ss).

Tables 1 through 3 indicate the exact location of each parameter on
the three types of cards. Copies of the computer cards for Anita,
1977, and an unnamed tropical storm, 1937, are shown in Figure 6.
Note the difference in the amount of central pressure data.

The record size onm the magnetic tape is 80 bytes, (i.e., each record
is a card image.) This allows the user to read the tape as if it were
a card deck. The user may then want to store certain information in
larger records which will reduce input/output time. A fortran program
to read and write the HURDAT tape, with formatted input and ocutput
statements, is given in Appendix 1. The necessary physical parameters
for reading the tape (i.e., density, parity, etec.) will be supplied by
the Wational Climatic Center along with the tape.
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Table 3. Classification Card - Format and Contents

Computer Card Column

Contents

1 5
7 -8

Card sequence number
Maximum status of storm during its life

Table &. Saffir/Simpson Hurricane Scale

Category Number

Definition

1

Winds of 74 to 95 miles per hour. Damage primar-
ily to shrubbery, trees, foliage, and unanchored
mobile homes. No real damage to other structures.
Some damage to poorly constructed signs. And/or:
storm surge 4 to 5 feet above normal. Low-lying
coastal roads inundated, minor pier damage, some
small craft in exposed anchorage torn from moor-
ings.

Winds of 96 to 110 miles per hour. Considerable
damage to shubbery and tree foliage; some trees
blown down. Major damage to exposed mobile homes.
Extensive damage to poorly constructed signs.
Some damage to roofing materials of buildings;
some window and door damage. No major damage to
buildings. Andfor: storm surge 6 to 8 feet above
normal. Coastal roads and low-lying escape
routes inland cut by rising water 2 to 4 hours
before arrival of hurricane center. Considerable
damage to piers. Marinas flooded. Small craft
in unprotected anchorage torn from moorings.
Evacuation of some shoreline residemnces and low-
lying island areas required.

Winds of 111 to 130 miles per hour. Foliage torn
from trees; large trees blown down. Practically
all poorly constructed signs blown down. Some
damage to roofing materials of buildings; some
window and door damage. Some structural damage
to small buildings. Mobile homes destroyed.
And/or: storm surge 9 to 12 feet above normal.
Serious flooding at coast and many smaller struc-
tures near coast destroyed; larger structures
near coast damaged by battering waves and float-
ing debris. Low-lying escape routes inland cut
by rising water 3 to 5 hours before hurricane
center arrives. Flat terrain 3 feet or less
above sea level flooded inland 8 miles or more.
Evacuation of low-lying residences within several
blocks of shoreline possibly required.
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cyclone Anita, 1977 (a.) and an unnamed tropical cyclone,
1937 (b.).
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APPENDIX I A 3&HP¢E PROGRAM TO READ AND WRITE HURDAT

DIMENSION IDATE(50,5) JALAT(50,4),ALON(50,4),IPED(50,4), IPRE(50,4)
DIMENSION 1A{19],13(5£} IGE{SD a)

WRITE(6,1)
FORMAT (1H1) |
DO 50 I=1,1000
EACH PASS THROUGH DO LOOP 50 READS ONE STORM

READ(19,2,END=99) (1A(3),3=1,19) ,M,(IB(J),J=1,58),LSTORM
19=HURDAT TAPE. READ TITLE CARD. OBTAIN M WHICH GIVES THE
NUMBER OF GMT DAYS THAT THE STORM WAS IN EXISTENCE.
FORMAT(19A1,12,58A1,1X,4A1)

DO 7 11=1,M

DO LOOP 7 READS M DATA canns AND STORES VALUES IN ARRAYS,
READ(19,5) (IDATE(II,J),J=1,5),((ICE(II,J),ALAT(II,J), ALON(II,J),
1IPED(II,J),IPRE(II,J) J-1 a}

FoanaTiax 5A1,4(A1,F3. 1 F¢41 1X,13,1X%,14))

CONTINUE

READ(19,8) I0

READ IDENTIFICATION CARD
FORMAT(6X,A2)

DATA FOR ONE STORM RE INTO STORAGE. THE FOLLOWING STATEMENTS
WRITE THIS DATA OUT,.

WRITE(6,11)
WRITE(6,12) (IA(J),J=7
DO 9 J=1,M

WRITE (6, 13) (IDATE(J, ﬂ} K=1,5),((ICE(J,K) ,ALAT(J,K),ALON(JI,K),
LIPED(J,K), IPRE(J,K)), Kkl 4)

CﬂNTIHUE _

FORMAT(1HO,/,/,/, 2K, 40H===m === m e o oo . )
FORMAT(1HO0,10x,13A1,12,594AL,/,/,20%,5H0000Z,17X,5H06002,17x,
15812002,17X,5H18002,/,//,

27X,4HDATE, 2X,4 (3HLAT, 3, 3HLON, 2X, 3HVEL, 1X,4HPRES, 3X))

FORMAT(1H ,5X,5A1,1X,4(AL,F&4.1,1X,F5.1,1X,13,1X,14,2X))

CONTINUE
CONTINUE Il
STOP
END

,19) )M, (IB(J),J=1,59)
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55. Assignment 2, Module 12: Modeling of Storm Tracks:
https://www.giss.nasa.gov/pubs/docs/2007/2007_Hall_ha00310j.pdf



https://www.giss.nasa.gov/pubs/docs/2007/2007_Hall_ha00310j.pdf
https://www.giss.nasa.gov/pubs/docs/2007/2007_Hall_ha00310j.pdf
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propagate tracks {in one of their two approaches) by sampling a
transition matrix, populated from historical analysis, that relates
prior track speed and direction to the new speed and direction.
Casson and Coles (2000) simply draw from the set of complete
historical tracks. translating the tracks by small random displace-
ments. Rumpf et al. {2007 ) separate TCs into independent classes
based on geographic charactenstics, then sample kernel proba-
bility density functions (pdfs) build from historical speed and
direction increments to propagate the simulated TCs.

Simulated TC genesis in these studies is performed in several
ways. Emanuel et al. (2006) sample from a ume- and space-
dependent pdf constructed by binning historical genesis events
and smoothing. James and Mason (2005) apply a scheme that
interpolates historical genesis. Vickery etal. (2000) simply sam-
ple directly the historical genesis sites. Rumpf et al. (2007 use a
near-neighbour approach similar to ours to develop and sample
a genesis kernel pdf.

We also take a basin-wide approach to Morth- Atlantic TC
track modelling. Our model is non-parametric, in the sense that
simulations are derived by spatially averaging historical data,
rather than fitting parametric forms o the data. We have sirived
to make maximal use of histoncal data, without over-fitting the
model, by using out-of-sample validation 1o optimize data aver-
aging. In contrast w many other studies, we document explicitly
this objective procedure to average historical data. At a given
location r, we base the genesis, propagation, and lysis (death)
of TCs on data near r. For the tracks, mean six-hourly displace-
ment increments are computed, as are variances about the mean
and autocorrelations of the anomalies of rack displacements.
The magnitude of the random noise forcing (the “innovation”)
depends on the vanance and the autocorrelation, and 15 ulu-
mately drawn from model residuals. Genesis and lysis rates are
modelled by sampling pdfs built from historical events using
kernel techniques. For all elements, the length scales over which
historical data are averaged (the defimtion of ‘near’) are cho-
sen o maximize the jackknife out-of-sample likelihood of the
observations.

This paper summarizes are present state of model develop-
ment. In contrast o many other published work on stochastic
TC modelling no intensity is simulated here, nor 15 any inten-
sity information used in the track modelling. Intensity mod-
elling is clearly indispensable for TC nsk assessment, and we
are presently developing an intensity model o complement the
track model. However, we believe it worthwhile first to de-
scribe and evaluate the TC wack component of the model in
detal.

After reviewing the historical data we outline our modelling
procedure. We then describe in detail each of the modelling ele-
ments: mean displacements, vanance, and autocorrelation for the
propagation; and genesis and lysis. Subsequently, we compare
simulated TCs to histonical TCs using the large-scale diagnostics
of track-point density, latitude and longitude crossing rates, and
landfall rates.

Tellus 394 (2007), 4

2. Data

Following other North Atlantic TC modelling efforts (Vick-
ery et ul., 2000: Emanuel et al, 2006) we use the HUR-
DAT “best track” historical tropical cyclone data set compiled
by NOAA"s Natonal Hurmcane Center (Javinen et al., 1984;
www.aoml.noaa govihrd‘hurdat). HURDAT provides date, time,
longitude. lattude, central pressure and maximum wind speed
every 6 h for TCs rated tropical disturbance and higher back o
the 1800s. However, only from 1950 was aircraft reconnaissance
used routinely to monitor TCs. Information on earlier cyclones is
less reliable. In this study we use 524 HURDAT TCs from 1950
o 2003, inclusive. This represent all TCs in this period, except
for a small number (order 10) that had spurious six-hourly dis-
placements (e.g. 10s of degrees latitude or longitude).

Figure | shows these 524 historical TCs. Most Nonth As-
lantic TCs are born in the subtropical middle Atlantic and the
Caribbean. Their trajectories follow a general sweep northwest-
ward in the subtropics, then veer nontheastward ot mid-latitdes.
Superposed on this average behaviour i1s considerable pseudo-
randomness; many TCs move in directions opposing the average
trajectory. The randomness makes a stochastic approach o sim-
ulation necessary.

3. Outline of the tropical evelone track model

Oursimulation of a TC track can be summanzed by the following
sLEps.

(i) Generate the first point on the wack from the genesis
model. This is the first “current point” of the simulation.

(1) Compute mean latitude and longitude displacements
from the current point by averaging historical displacements with
a weight that declines with distance from the current point.

(1)  Compute vanances about the mean in directions parallel
and perpendicular to the mean, again weighting histoncal data
inversely with distance from the current point.

{iv)  Simulate adisplacement as i = T + €, for the dinec-
tion parallel o the mean track and v = €,y for the direction
perpendicular, where overline indicates mean guantities and the
subscript ‘rms” indicates root-mean-squared varances. The e are
innovations, that is, random forcing drawn from a standard nor-
mal distnbution of zero mean and unit vanance {or, subsequently,
from model residuals).

(v} Usewand v to propagate the TC to the second point. For
the second point onward the simulation is summartzed by the
following steps.

(vi) Find the local mean and variances as above and store.

(v}  Find autocorrelation coefficients in the parallel direction
(g ) and perpendicular direction (g ) by regressing all historical
displacements against their previous displacements. The histor-
ical elements in the regression are weighed inversely with dis-
tance from the current point.




































56. Assignment 2, Module 13: Stochastic Modeling of Storm Tracks:
http://www.mathematik.uni-ulm.de/stochastik/aktuelles/sh06/sh_rumpf.pdf



http://www.mathematik.uni-ulm.de/stochastik/aktuelles/sh06/sh_rumpf.pdf
http://www.mathematik.uni-ulm.de/stochastik/aktuelles/sh06/sh_rumpf.pdf
























































































57. Assignment 2, Module 13: Using Statistical Models:
https://serc.carleton.edu/introgeo/mathstatmodels/why.html



https://serc.carleton.edu/introgeo/mathstatmodels/why.html

58. Assignment 2, Module 13: Commission Standards Section M-2 Question 1:
https://fchlpm.sbafla.com/media/t33jpnml/fchlpm_corelogic2017_12march2019.pdf



https://fchlpm.sbafla.com/media/t33jpnml/fchlpm_corelogic2017_12march2019.pdf
https://fchlpm.sbafla.com/media/t33jpnml/fchlpm_corelogic2017_12march2019.pdf

accommodate inland filling. The storm intensity is driven directly from the
coastline-dependent smoothed wind speed distributions generated from
the information in the National Hurricane Center HURDAT2 starting at
1900 as of May 1, 2018. All hurricanes in this data set were used.

. Radius of Maximum Winds: This is the distance from the geometric center
of the storm to the region of highest winds, typically within the eye wall of
a well-developed hurricane. This parameter, after landfall location and
maximum sustained wind speed, is the next most critical in terms of loss
sensitivity. The parameter is statistically dependent on coastline location
and landfall intensity. The historical data used is information contained in
Hurricane Research Division's HURDAT Reanalysis Project (1900-1960),
NOAA Technical Report NWS 38 (1961-1984), National Hurricane
Center's Tropical Cyclone Reporis and Advisories (1985-1987), and
DeMaria's Extended Best Track (1988-2017) updated through the 2017
hurricane season. All hurricanes in HURDATZ2 from 1900 through 2017
were used.

. Translational Speed: This is the speed of the movement of the entire
storm system itself. It is generally responsible for the asymmetry of a
hurricane’s wind field. It also has an effect on the distance which the
highest winds are carried inland as the time-dependent filing weakens the
storm. The parameter is statistically dependent on coastline location and
storm strength, and in Florida, averages about 12-14 mph. The historical
data used is information contained in HURDATZ2 (1900-1960 and 1983-
2017) and NOAA Technical Report NWS 38 (1961-1982), updated
through the 2017 hurricane season. All hurricanes in the Official Hurricane
Set were used. All hurricanes in HURDATZ2 from 1900 through 2017 were
used.

. Filling Rate (inland decay rate): Overland attenuation (filling) is described
by exponential decay of the hurricane central pressure deficit (difference
between the background pressure and the storm central pressure). The
filling rate is the parameter specifying the rate of this exponential decay.
The historical data used is the National Hurricane Center HURDAT
starting at 1900 as of June 1, 2007.

. Profile Factor: This is a dimensionless shape parameter that varies the
drop-off of winds outward from the hurricane’s eye. Since an individual
hurricane’s profile may differ from the average, this parameter allows the
user to best fit an actual storm’s profile when modeling the specific event.
In the probabilistic hurricane database, the profile factor is based on the
profile factors of historical storms that have made landfall near the location
of the probabilistic storm subject to a maximum that is dependent on the
radius of maximum winds. The historical data used is the National
Hurricane Center Marine Exposure from the Advisory Archives (1963-






59. Assignment 2, Module 14: Human Influence and Harvey:
https://www.science.org/content/article/human-influence-may-prolong-ocean-cycle-gave-

birth-harvey

Last weekend, Hurricane Harvey put an end to a lucky streak: It became the first major hurricane to make
landfall in the United States since 2005. The Category-4 storm barreled into Texas on 25 August, lashing
the coast with 200-kilometer-per-hour winds, and deluging Houston with more than a meter of rain. As the
third hurricane of the season, Harvev also gave weight to predictions from the National Oceanic and
Atmospheric Administration (NOAA) that 2017 will be an above-average vear for Atlantic storms. For
decades now, storms have been getting a boost from a powerful but still mysterious long-term cvcle in
North Atlantic sea surface temperatures, which appears to be holding steady in its warm, storm-spawning
phase.

This cycle, called the Atlantic Multidecadal Oscillation (AMO), swings between warm and cool phases every
20 to 60 years, shifting North Atlantic temperatures by a degree or so and setting the backdrop for
hurricane season. Since about 1993, the AMO has been in a warm state, but researchers aren't sure where
it's headed next. The AMO has traditionally been attributed to natural shifts in ocean currents, and some
think it's on the cusp of shifting back toward a cool, quiescent phase. But others propose that human
activities—a combination of declining air pollution and greenhouse warming—might prolong the current
warm period, keeping hurricane activity high.

"It's important to understand the mechanism,” savs Rong Zhang, an oceanographer at NOAA's Geophysical
Fluid Dynamics Laboratory in Princeton, New Jersey. "The projections are opposite.”


https://www.science.org/content/article/human-influence-may-prolong-ocean-cycle-gave-birth-harvey
https://www.science.org/content/article/human-influence-may-prolong-ocean-cycle-gave-birth-harvey

Researchers first detected the AMO in ocean temperature measurements spanning the past 150 vears. But
tree rings and other climate records from places strongly influenced by the AMO show evidence of
temperature variations going back centuries.

Shifts in the AMO reverberate through the climate system, affecting rainfall in Europe, drought in the
Amazon, and Atlantic hurricanes. The warm phase fuels storms by warming the tropical Atlantic and
intensifying the West African monsoon. A stronger monsoon, like La Nifia (a cooling of the eastern tropical
Pacific), reduces wind shear, vertical changes in wind direction that tend to break up embrvonic storms.
The monsoon also spins up low-pressure systems that enter the hurricane nursery of the tropical Atlantic.
"This wind pattern allows these storms to very quickly develop rotation and energize,” says Gerry Bell, lead
hurricane forecaster at NOAA's Climate Prediction Center in College Park, Marvland.

By NOAA's metrics, the AMO remained in a warm phase this vear, but some see hints of a change. "The
waters in the far North Atlantic, up by Greenland, have been really cold—much colder than normal,” says
Phil Klotzbach, a meteorologist at Colorado State University in Fort Collins. The pattern potentially upset
tropical conditions from afar, causing quieter than average hurricane seasons in recent years, he says.

TISEMENT

The cold anomaly may herald a transition toward a cool phase, especially if the AMO is mainly driven by
natural variations in a "conveyor belt” of Atlantic Ocean currents. This circulation draws warm surface
water northeast along the Gulf Stream until it cools and sinks in the seas surrounding Greenland, returning
south in the deep Atlantic. Stronger circulation brings more warm water north and leads to a positive
AMO; when the circulation flags, cooling begins in the far North Atlantic and moves south, culminating in
a negative AMO, Zhang says. According to her estimates, the AMO is now close to neutral. Klotzbach's
approach, which factors in high-latitude temperatures, suggests that the AMO has already shifted

negative,

However, recent research indicates that factors outside the ocean may also trigger changes in the AMO.
Natural climate records suggest that, for centuries, volcanic eruptions and small changes in the sun's
output warmed and cooled the ocean, helping pace the AMO. In past decades, humans have added their
own influences, such as aerosol particles from burning coal, which reflect sunlight back to space and cool
the ocean, says Ben Booth, a climate scientist at the Met Office Hadley Centre in Exeter, UK. Booth thinks
skyrocketing aerosol emissions in the second half of the 20th century were the primary cause of the most
recent cold phase of the AMO, which lasted from 1970 to 1994, A subsequent drop—thanks to clean air
regulations in the United States and Europe—may have instigated the current warm phase.



The role of greenhouse gas emissions is another story. Hotter oceans are generally thought to boost the
intensity of storms, but not necessarily their frequency, and researchers subtract out this long-term
warming when calculating the AMO. However, research by Lisa Murphy Goes, an atmospheric scientist at
the University of Miami in Florida, suggests that greenhouse emissions may still help trigger swings in the

AMO. As greenhouse gases keep rising and aerosols fall, Murphv Goes says the AMO should remain slightly
positive for at least the next decade.

Understanding what lies ahead depends on whether natural variability or human influences win out. Most
likely, both play a role; Booth suggests that their impacts could vary by region. Changes in ocean
circulation might matter most in the northern Atlantic—where the cold anomaly has hunkered down—
whereas external factors, such as aerosols, might impact the tropics most. These forces might also play off
of one another over manv decades in unexpected wavs, or evolve under the long-term effects of climate
change. "We hold many of the pieces,” Booth savs, "but we don't yet have a holistic picture.” Harvey could
be a tragic culmination to the current hurricane era—or a sign that it's not over yet.

*Correction, 30 August, 5 p.m.: An earlier version of the story gave the incorrect location for the Climate
Prediction Center.



60. Assignment 2, Module 14: Negative AMO Index: https://www.nature.com/articles/s41598-
017-11046-x



https://www.nature.com/articles/s41598-017-11046-x
https://www.nature.com/articles/s41598-017-11046-x

























61. Assignment 2, Module 14: ENSO Teleconnections:
https://www.weather.gov/fwd/teleconnections


https://www.weather.gov/fwd/teleconnections




Wws (! hin] Southens, Occilltion - ETISO) Shisode
i the Tropical Pucifie

Mear the end of each calendar year ocean surface temperatures warm along the coasts of Ecuador
and northern Peru. Local residents referred to this seasonal warming as "El Nigo", meaning The
Child, due to its appearance around the Christmas season. Every two to seven years a much
stronger warming appears, which is often accompanied by beneficial rainfall in the arid coastal
regions of these two countries. Over time the term "El Ni4ro" began to be used in reference to
these major warm episodes.

El Ni€po is closely related to a global atmospheric oscillation known as the Southern Oscillation
(S0). During El Ni€po episodes lower than normal pressure is observed over the eastern tropical
Facific and higher than normal pressure is found over Indonesia and northern Australia. This
pattern of pressure is associated with weaker than normal near-surface equatorial easterly (east-to-
west) winds. These features characterize the warm phase of the SO, which is often referred to as
an El Nipo/Southern Oscillation (ENSO) episode.

During warm (ENSO) episodes the normal patterns of tropical precipitation and atmospheric
circulation become disrupted. The abnormally warm waters in the equatorial central and eastern
Facific give rise to enhanced cloudiness and rainfall in that region, especially during the boreal
winter and spring seasons. At the same time, rainfall is reduced over Indonesia, Malaysia and
northern Australia. Thus, the normal Walker Circulation during winter and spring, which features
rising air, cloudiness and rainfall over the region of Indonesia and the western Pacific, and sinking
air over the equatonal eastern Pacific, becomes weaker than normal, and for strong warm episodes
it may actually reverse.

The increased heating of the tropical aimosphere over the central and eastern Pacific during warm
episodes, affects atmospheric circulation features, such as the jet streams in the subtropics and in
the temperate latitudes of the winter hemisphere. The jet streams over the eastern Pacific Ocean
are stronger than normal during warm episodes (see seasonal atmospheric circulation features).
Also, during warm episodes extratropical storms and frontal systems follow paths that are
significantly different from normal, resulting in persistent temperature and precipitation anomalies in
many regions.

By studying past warm episodes scientists have discovered precipitation and temperature anomaly
patterns that are highly consistent from one episode to another. Significant departures from normal
are shown in the accompanying figures for the Northern Hemisphere winter and summer seasons.
Within the tropics, the eastward shift of thunderstorm activity from Indonesia into the central Pacific
during warm episodes results in abnormally dry conditions over northern Australia, Indonesia and
the Philippines in both seasons. Drier than normal conditions are also observed over southeastern
Africa and northern Brazil, during the northern winter season. During the northern summer season,
Indian monsoon rainfall tends to be less than normal, especially in northwest India where crops are
adversely affected. Wetter than normal conditions during warm episodes are observed along the
west coast of tropical South America, and at subtropical latitudes of North America (Gulf Coast) and
South America (southern Brazil to central Argentina).



During a warm episode winter, mid-latitude low pressure systems tend to be mare vigorous than
normal in the region of the eastern North Pacific. These systems pump abnormally warm air into
western Canada, Alaska and the extreme northern portion of the contiguous United States. Storms
also tend to be more vigorous in the Gulf of Mexico and along the southeast coast of the United
States resulting in wetter than normal conditions in that region.

Since anomaly patterns during warm episodes tend to persist for several months, accurate long-
range forecasts (1 to 3 seasons) are possible for the regions shown in the accompanying figures.
For the latest information on the status of EI Ni€o, go to ENSO Advisory (issued when appropriate)
or the latest monthly Climate Diagnostics Bulletin.

More technical information on the global patterns of abnormal precipitation and temperature related
fo warm episodes in the tropical Pacific can be found in Ropelewski and Halpert (1987, Mon. Wea.
Rev, 115, 1606-1626), and Halpert and Ropelewski (1992, J Climate, 5, 577-593). A general
description of a warm (ENSO) episode and its composite evolution can be found in Rasmusson and
Carpenter (1982, Mon. Wea Rev, 110, 517-528). Upper-tropospheric circulation features that
accompany extreme phases of the Southern Oscillation are discussed in a paper by Arkin (1982,
Mon. Wea. Rev,, 110, 1393-1404).



(Lo Thiia) Efisodes i the Trapical Pacile

At times ocean surface temperatures in the equatorial Pacific are colder than normal. These cold
episodes, sometimes referred to as La Nifia episodes, are characterized by lower than normal
pressure over Indonesia and northern Australia and higher than normal pressure over the eastern
tropical Pacific. This pressure pattern is associated with enhanced near-surface equatorial easterly
winds aver the central and eastern equatorial Pacific.

During cold (La Nifia) episodes the normal patterns of tropical precipitation and atmospheric
circulation become disrupted. The abnormally cold waters in the equatorial central give rise to
suppressed cloudiness and rainfall in that region, especially during the Northern Hemispherel
winter and spring seasons. At the same time, rainfall is enhanced over Indonesia, Malaysia and
northern Australia. Thus, the normal Walker Circulation during winter and spring, which features
rising air, cloudiness and rainfall over the region of Indonesia and the western Pacific, and sinking
air over the equatorial eastern Pacific, becomes stranger than normal.

By studying past cold episodes scientists have discovered precipitation and temperature anomaly
patterns that are highly consistent from one episode to another. Significant departures from normal
are shown in the accompanying figures for the Northern Hemisphere winter and summer seasons.
During cold episodes, the colder than normal ocean temperatures in the equatorial central Pacific
act to inhibit the formation of rain-producing clouds over that region. Wetter than normal conditions
develop farther west over northern Australia, Indonesia and Malaysia, during the northern winter,
and over the Philippines during the northern summer. Wetter than normal conditions are also
observed over southeastern Africa and northern Brazil, during the northern winter season. During
the northern summer season, the Indian monscon rainfall tends to be greater than normal,
especially in northwest India. Drier than normal conditions during cold episodes are observed
along the west coast of tropical South America, and at subtropical latitudes of North America (Gulf
Coast) and South America (southern Brazil to central Argentina) during their respective winter
seasons.

Mid-latitude low pressure systems tend to be weaker than normal in the region of the Gulf of
Alaska, during a cold episode winter. This favors the build-up of colder than normal air over Alaska
and western Canada, which often penetrates into the northern Great Plains and the western United
States. The southeastern United States, on the other hand, becomes warmer and drier than
normal.

Since anomaly patterns during cold episodes tend to persist for several months, accurate long-
range forecasts (1 to 3 seasons) are possible for the regions shown in the accompanying figures.
For the latest information on the status of La Nifia, go to ENSO Advisory (issued when appropriate)
or the latest monthly Climate Diagnostics Bulletin.

Mare technical information on the global patterns of abnormal precipitation and temperature related
to cold episodes in the tropical Pacific can be found in Ropelewski and Halpert (1989, J Climate, 2,
268-284), and Halpert and Ropelewski (1992, J. Climafe, 5, 577-593).



62. Assignment 2, Module 14: ENSO and AMO Impact on Atlantic Hurricanes:
https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-
00687.1.xml#:~:text=The%20impact%200f%20concurrent%20strong%20phases%200f%20
the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.



https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-00687.1.xml#:~:text=The%20impact%20of%20concurrent%20strong%20phases%20of%20the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.
https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-00687.1.xml#:~:text=The%20impact%20of%20concurrent%20strong%20phases%20of%20the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.
https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-00687.1.xml#:~:text=The%20impact%20of%20concurrent%20strong%20phases%20of%20the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.
https://journals.ametsoc.org/view/journals/clim/27/14/jcli-d-13-00687.1.xml#:~:text=The%20impact%20of%20concurrent%20strong%20phases%20of%20the,TCs%20is%20evaluated%20with%20a%20genesis%20potential%20index.














































63. Assignment 2, Module 14: ELNino and La Nina: https://www.climate.gov/news-
features/understanding-climate/el-ni%C3%B10-and-la-ni%C3%B1a-frequently-asked-

uestions


https://www.climate.gov/news-features/understanding-climate/el-ni%C3%B1o-and-la-ni%C3%B1a-frequently-asked-questions
https://www.climate.gov/news-features/understanding-climate/el-ni%C3%B1o-and-la-ni%C3%B1a-frequently-asked-questions
https://www.climate.gov/news-features/understanding-climate/el-ni%C3%B1o-and-la-ni%C3%B1a-frequently-asked-questions











































64. Assignment 2, Module 14: ENSO Impact around the globe:
http://www.aoml.noaa.gov/hrd/tcfaq/G2.html

How Does El Nifio- Southern Oscillation Affect Tropical
Cyclome Activity Around the Globe?

The El Nino/Southern Oscillation (ENSO0) resolves into 2 warm phase
(El Mina), a cold phase {La Mina), and a neutral phase. During El Mifia
events (EMSO warm phase), troposphernc vertical shear is increasad
imhibiting tropical cyclone genesis and intensification, primarnily by
causing the 200 mb (12 km or 8 mi) westerly winds to be stronger
{Gray 1884). La Nifa evenis (ENSO cold phase) enhances activity.
Recently, Tamng and Neelin (2004) also identified that changes to the
maist static stability can also contribute toward huwrricane changes due
to ENSO, with a drier, more siable environment presant during El Mifo
events.

The AustralianSouthwest Pacific shows a pronouncad shift back and
forth of tropical cyclone activity with fewer tropical cyclones between
145° and 165°E and more from 185°E eastward across the South
Facific during El Nifio (warm ENS0) events. There is also a smaller
tendency to have the tropical cyclones onginate a bit closer to the
equator. The opposite would b2 true in La Mifia (cold ENSO) events.
See papers by Micholls (1878), Rewell and Goulter (1285), Dong
{1838}, and Micholls {1882). The western portion of the Mortheast
Pacific basin {140°W to the dateline) has been suggested to
experience more tropical cyclone genesis during the El Nifio year and
mare tropical cyclones tracking into the sub-region in the year
following an El Nino [Schroeder and Yu 1285}, but this has not been
completely documented yet

The Morthwest Pacific basin, similar to the Australian/Southwest
Pacific basin, experiences a change in location of tropical cyclones
without a total change in frequency. Pan (1881}, Chan {1985), and
Lander (1824) detailed that west of 180°E there were reduced
numbers of tropical cyclone genesis with increased formations from
1680E to the dateline during El Nifio events. The opposite occurred
during La Nifia events. Again there is also the tendancy for the tropical
cyclones to also form closer to the equator during El Nifio events than
average.

The eastern portion of the Mortheast Pacific, the Southwest Indian, the
Southeast Indian/Australian, and the Morth Indian basins have sither
shown httle or a conflicting ENSO relationship andfor have not besen
looked at yet in sufficient detail.

Reference: Tang, B. H., and J. 0. Neelin, 2004 "EN5C influence on
Ablanfic hurmicanes via fropospheric warming.” Geophys. Res. Leff.:
Vol 31, L24204.


http://www.aoml.noaa.gov/hrd/tcfaq/G2.html
http://www.aoml.noaa.gov/hrd/tcfaq/G2.html

65. Assignment 2, Module 14: Impacts of ENSO on Hurricane Season:
https://www.climate.gov/news-features/blogs/enso/impacts-el-ni%C3%B10-and-la-
ni%C3%B1a-hurricane-season



https://www.climate.gov/news-features/blogs/enso/impacts-el-ni%C3%B1o-and-la-ni%C3%B1a-hurricane-season
https://www.climate.gov/news-features/blogs/enso/impacts-el-ni%C3%B1o-and-la-ni%C3%B1a-hurricane-season










66. Assignment 2, Module 14: ENSO Impact on Regional Hurricane Activity:
https://journals.ametsoc.org/view/journals/clim/20/7/jcli4063.1.xml


https://journals.ametsoc.org/view/journals/clim/20/7/jcli4063.1.xml
https://journals.ametsoc.org/view/journals/clim/20/7/jcli4063.1.xml




























67. Assignment 2, Module 14: AMO and AMV: https://climatedataguide.ucar.edu/climate-
data/atlantic-multi-decadal-oscillation-amo



https://climatedataguide.ucar.edu/climate-data/atlantic-multi-decadal-oscillation-amo
https://climatedataguide.ucar.edu/climate-data/atlantic-multi-decadal-oscillation-amo










68. Assignment 2, Module 14: NAO: https://www.metoffice.gov.uk/research/climate/seasonal-
to-decadal/gpc-outlooks/ens-mean/nao-description

The North Atlantic Oscillation

The term 'North Atlantic Oscillation' is used by meteorologists
to refer to variations in the large-scale surface pressure
gradient in the North Atlantic region.

In the average state of the atmosphere, the North Atlantic surface pressure is
relatively high in the subtropics at latitudes 20°N to 40°N ('the Azores High'"), and
lower further Morth at latitudes 50°N to 70°N (the 'lcelandic Low"). The North-South
pressure difference determines the strength of the westerly winds across the
Atlantic and is known as the North Atlantic Oscillation (NAO).

When the pressure difference is large, the NAO is positive and the westerly winds are
strong and storms tend to be stronger, more frequent and travel across northwestern
Europe. When the pressure difference is small, they travel across southern Europe.
The NAO is also associated with changes in temperature and rainfall in Europe and
North America.

The fluctuations in the NAO occur on a wide range of time-scales. There are day-to-
day changes associated with weather systems, and slower changes associated with
seasonal and longer term variability, which is predictable from Movember for the

coming winter.

NAO impacts

Winter (December-January-February) conditions

When the NAO index is well above normal, there is an increased chance that seasonal
temperatures will be higher than normal in northern Europe, northern Asia and
South-East North America, and lower than normal in North Africa, North-East
Canada and southern Greenland. The patterns for precipitation (rainfall, snowfall) are
more localised, with an increased chance of higher rainfall in northwest Europe and
lower rainfall in southern Europe. When the NAO index is well below normal, the
tendencies are generally opposite. The figures below show where seasonally-
averaged temperatures and rainfall are likely to be in the top or bottom one third of
observed values, given that the seasonal NAQ index is in the top or bottom quarter of
observed values.


https://www.metoffice.gov.uk/research/climate/seasonal-to-decadal/gpc-outlooks/ens-mean/nao-description
https://www.metoffice.gov.uk/research/climate/seasonal-to-decadal/gpc-outlooks/ens-mean/nao-description










Please note:

» The maps are schematic and the areas marked are not geographically precise.

» These summary maps do not indicate the severity of impacts and the
probabilities and magnitudes vary from place to place.

+ The maps are based on categorised information. Maps produced using different
criteria will have somewhat different features.

Data sources:

For winter the NAQ data are from the Hurrell station-based index (monthly values)
provided by the Climate Analysis Section, National Center for Atmospheric Research,

USA.
The summer NAQ index data are provided by the Met Office.

The analyses of temperature and precipitation impacts made use of gridded
monthly-average data: temperature and precipitation from CRU T5 (Harris et al,
2014), temperature from the National Centers for Environmental Prediction
atmospheric re-analysis, and precipitation from the Global Precipitation Climatology
Project.



69. Assignment 2, Module 14: NAO and Climate Variability: https://www.climate.gov/news-
features/understanding-climate/climate-variability-north-atlantic-oscillation



https://www.climate.gov/news-features/understanding-climate/climate-variability-north-atlantic-oscillation
https://www.climate.gov/news-features/understanding-climate/climate-variability-north-atlantic-oscillation










70. Assignment 2, Module 14: NAO Impacts:
https://hogback.atmos.colostate.edu/cmmap/research/docs/aug10/poster-ChrisAlston-

final.pdf



https://hogback.atmos.colostate.edu/cmmap/research/docs/aug10/poster-ChrisAlston-final.pdf
https://hogback.atmos.colostate.edu/cmmap/research/docs/aug10/poster-ChrisAlston-final.pdf

71. Assignment 2, Module 15: Wind Profile: https://www.nhc.noaa.gov/aboutwindprofile.shtml

Eyewall Wind Profiles in Hurricanes Determined By GPS Dropwindsondes

James L. Franklin', Michael L. Black?, and Krystal Valde'

TNOAA/NWSITPC/National Hurricane Center, Miami, Florida
NOAAJAOML/Hurricane Research Division, Miami, Florida

April 2000

1. Introduction

One of the more difficult problems for operational tropical cyclone forecasters is the it of the cyclone’s maximum sustained surface wind. Even when
aircraft reconnaissance data are available, these are typically obtained from the 700 mb (10,000 ft) level; from these flight-level observations, the forecaster is left
to estimate the surface winds. Based on comparisons of flight-level and buoy data, Powell and Black (1990) recommended that a ratio of 63%-73% be used to
reduce reconnaissance flight-level wind observations. While operational practices at the MNational Hurricane Center (NHC) have varied over time, in recent years
surface winds have typically been taken to be 80%-90% of the flight-level wind. In view of studies such as Powell and Black, use of these relatively high ratios
has periodically resulted in criticism of NHC intensity estimates.

In 1997, the National Oceanic and Atmospheric Administration (NOAA) and Air Force Reserve Command (AFRC) hurricane reconnaissance aircraft began to
deploy Global Positioning System (GPS)-based dropwindsondes (Hock and Franklin 1999) in the hurricane eyewall. These instruments provide for the first time,
detailed, accurate profiles (15 ft vertical resolution, with 1-4 mph accuracy) of the inner core of a hurricane from flight level (typically 700 mb} down to the surface.
Mare than 350 such profiles have been obtained through the 1999 hurricane season.

For this report we use the dropsonde data to document the mean structure of the lowest 10,000 ft of the hurricane eyewall, and discuss the implications for
operational reductions of reconnaissance observations.

2. Data and Methodology

This study is based on a sample of 357 quality-controlled eyewall profiles from the following hurricanes: Guillermo and Erika in 1997; Bonnie, Danielle, Georges,
Mitch, Lester, and Madeline in 1998; and Bret, Dennis, Floyd, Gert, Irene, Jose, Lenny, Dora and Eugene in 1999. A majority of these dropsonde releases were
made from the 700 mb level. For sondes released from NOAA aircraft, airborne radar was used to determine whether a particular sonde was released in the
eyewall; for AFRC sondes we relied on the comments of the operational air-crews, as well as examination of flight-level wind profiles.

The individual soundings have been used to construct a mean eyewall profile for the data set. Prior to the averaging, the wind at each level in the drop profile is
normalized by the wind speed at 700 mb (10,000 fi).

3. Results

Figure 1 shows the mean eyewall wind speed profile, where the wind at each level has been normalized by the wind speed at 700 mb (taken from the dropsonde
profile, if available, or from the aircraft 700 mb flight-level wind at the time of launch, if not). The strongest winds in the eyewall are found near 500 m (1600 ft)
elevation; these are about 20% higher than the 700 mb wind, owing to the warm-core nature of the tropical cyclone. For comparison, the mean profile for non-
eyewall sondes within 200 miles of the cyclone center is also shown. In the outer part of the vortex, the low-level wind maximum is found at a somewhat higher
elevation and is not as pronounced as in the eyewall. The ratio of the surface to 700 mb wind (R+gg) is 0.78 in the outer vortex and 0.91 in the eyewall. Note that
the former figure is not far from Powell and Black’s (1990) estimate of 0.73. This is not surprising given that their sample was comprised almost exclusively of
outer vortex observations.

The outward slope of the radius of maximum wind (RMW) in the hurricane eyewall with height causes the value Rzgg = 0.91 given above to be biased slightly
high, since many sondes are released inward of the flight-level RMW in an attempt to measure the maximum surface winds. When Rygg is evaluated only from
sondes at the RMW a value of 0.88 is obtained. This value should represent a lower bound on Ry, placing the true value of Ry between 0.88 and 0.91. Thus
at least in the mean, the dropsonde data confirm NHC's operational practice for the reduction of aircraft reconnaissance data.

While a reduction factor of about 0.9 may be appropriate in the mean, individual eyewall profiles illustrate how difficult it can be to estimate a hurricane's
maximum surface winds from flight-level reconnaissance data. Figure 2 show an example from 1998's Hurricane Mitch. Over a period of several hours, the
NOAA Hurricane Hunter aircraft could find flight-level winds no higher than 150 mph, yet this and several other dropsondes indicated much higher wind speeds
near the surface. In this case, Mitch appeared to be weakening from the “"top-down”; the circulation at flight-levels was decreasing but this trend had not yet
begun at the surface. On the other hand, several storms (including Bonnie) have shown surface winds much lower than the flight-level wind.


https://www.nhc.noaa.gov/aboutwindprofile.shtml
https://www.nhc.noaa.gov/aboutwindprofile.shtml

4. Operational Recommendations

Based on these and similar analyses for other normalization altitudes, the following reduction factors are recommended for reducing flight-level winds in the inner
core of a tropical cyclone to the surface (33 ft) level: for the 700 mb level, R = 0.90; for the 850 mb level (commonly flown in tropical storms), R = 0.80. For
investigative flights at 1,000 ft, R = 0.85. As significant variations from these means have been noted in individual storms; these guidelines can be modified as
conditions warrant. Storm-to-storm wvariability will primarily be influenced by wind speed, cyclone convective intensity, and sea-surface temperature.

The mean eyewall profile (Fig. 1) has implications for high-rise buildings and elevated terrain. Table 1 gives the wind at various altitudes as a percentage of the
surface wind. Winds at the top of a 30-story building will average about 20 mph (one Saffir-Simpson category) higher than at the surface. This can be
seen in an example from Hurricane Georges (Fig. 3). In this case, the surface winds are near the lower end of Category Three; yet at an altitude of 300 ft the
winds are now in the middle of Category Four.

5. References

Powell, M. D. and P. G. Black, 1990: The relationship of hurricane reconnaissance flight-level wind measurements to winds measured by NOAA's oceanic
platforms. J. Wind Engineering and Industrial Aerodynamics, 36, 3861-392.

Hock, T. F., and J. L. Franklin, 1999: The NCAR GPS dropwindsonde. Bull. Amer. Meteor. Soc., 80, 407-420.

Table 1. Mean Hurricane Eyewall Wind Variation With Elevation

Height # Wind Pressure Force

(ft) Storys (% surface) (% surface)
33 (sfc) 3 100 100

50 5 103 106

100 10 108 17

150 15 11 123

200 20 115 132

250 25 17 137

300 30 119 142

400 40 121 146

500 50 123 151

600 60 125 156

750 75 128 164

1000 100 131 172
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Figure 2. Wind speed profile from the eyewall of Hurricane Mitch at 2337 UTC 27 October 1998. Vertical lines indicate the boundaries of Saffir-Simpson

Hurricane Scale categories. Sloping dashed line indicates the peak flight-level wind found during the reconnaissance flight, and its conversion to an assumed
surface wind using a 0.9 reduction factor.



72. Assignment 2, Module 16: Extra-tropical Cyclones: https://www.aoml.noaa.gov/hrd-
fag/#tc-types

_ What Is the Difference Between a Sub-tropical Cyclone, an
Extra-tropical Cyclone, and a Post-tropical Cyclone?

The “sub-tropical” in sub-tropical cyclone refers to the latitudes 25°N
to 35°N (or °5). However, the term refers to cyclones whose
characteristics are neither fully tropical nor extratropical. They are
either asymmetrical with a warm core or symmetrical with a cold core.
Sub-tropical cyclones can transform into tropical or extra-tropical
storms depending on conditions.

The “extra-tropical” in extra-tropical cyclone refers to the latitudes
J9°N to 65°N (or °S). However, the term refers to cyclones that get
their energy from the horizontal temperature contrasts that exist in the
atmosphere. Extra-tropical cyclones are low-pressure systems
generally associated with cold fronts, warm fronts, and occluded
fronts. They are asymmetrical and have a cold core.

A post-tropical cyclone is a former tropical cyclone that no longer
possesses sufficient characteristics to be considered a tropical
cyclone, such as convection at its center. Post-tropical cyclones can
continue producing heavy rains and high winds. Former tropical
cyclones that have become fully extra-tropical, sub-tropical, or
remnant lows, are three classes of post-tropical cyclones.

Neutercane is a term no longer in use. It referred to small (<100 miles
in diameter) sub-tropical low-pressure systems that are short-lived.


https://www.aoml.noaa.gov/hrd-faq/#tc-types
https://www.aoml.noaa.gov/hrd-faq/#tc-types

73. Assignment 2, Module 16: Difference between Hurricane and Typhoon:
https://oceanservice.noaa.gov/facts/cyclone.html


https://oceanservice.noaa.gov/facts/cyclone.html

74. Assignment 2, Module 16: Hurricane and Typhoon:

https://gpm.nasa.gov/resources/fag/what-difference-between-typhoon-cyclone-and-
hurricane

What is the difference between a typhoon, cyclone, and hurricane?

The terms "hurricane" and "typhoon" are regional names for tropical cyclones. All tropical cyclones are alike in that they draw
heat from warm water at the ocean's surface to power horizontal, rotating wind. Although similar in size, tropical cyclones

have a different energy source than synoptic cyclones, which are storm systems that draw their energy from weather fronts
and jet streams.

Over the Atlantic and East Pacific, tropical cyclones are commonly called "hurricanes." The common term is "typhoon" for a
tropical cyclone that forms in the West Pacific. Tropical cyclones are called just "cyclones" in the Indian Ocean and near
Australia.


https://gpm.nasa.gov/resources/faq/what-difference-between-typhoon-cyclone-and-hurricane
https://gpm.nasa.gov/resources/faq/what-difference-between-typhoon-cyclone-and-hurricane

75. Assignment 2, Module 16: Extratropical Transition:
https://journals.ametsoc.org/view/journals/mwre/145/11/mwr-d-17-0027.1.xml
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ABSTRACT

Extratropical transition (ET) is the process by which a tropical cyclone, upon encountering a bamclinic environment and reduced sea surface
tempemture at higher latitudes, tansforms into an extratropical cyclane. This process & nfluenced by, and influences, phenomena from the
trapics to the midlatitudes and from the meso- to the planetary scales toextents that vary between individual events. Mativated in part by recent
high-impact andfor extensively observed eventssuch as North Atlantic Hurricane Sandy in 2012 and westem Morth Pacific Typhoon Sinlaku in
2048, this review details advances in understanding and predicting ET since the publication of an eardier review in 203, Methods for diagnesing
ET inreanalysis, observational and model-forecast datasets are discussed. Mew climat alogies for the eastem Morth Pacific and southwest Indian
Oceans are presented dlongside updates to western North Pacific and Narth Atlantic Ocean climatologies. Advance in understanding and, in
some cases, modeling thedirect impacts of ET-related wind, waves, and precipitation are noted. Improved understanding of structural evalution
throughout the transformation stage of ET fostered in large part by nowel aircraft observations collected in several recent ET events is
highlighted. Predictive skill for operational and numerical model ET-related forecastsis discussed along with environmental factors influencing
postiransition cyclone structure and evolution. Operational ET forecast and analysis practices and challenges are detailed. In particular, some
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challenges of effective hazard communication for the evalving threats posed by a tropical cyclone during and after transition are introduced.
This review concludes with recommendations for future work to further improve understanding, forecasts, and hazard commmd cation.

1. Introduction

In October 2012, Hurricane Sandy drove a devastat-
ing storm surge in excess of 2m into the northeastern
LS. coastline, tore down trees and power lines that left
millions without electricity, and dumped over 900 mm
of snow (Blake et al. 2013). As Sandy approached the
coast, it acquired structural characteristics consistent
with both tropical and extratropical cyclones, with an
intact inner-tropical cyclone (TC) warm core embed-
ded within an expansive outer-core wind field (Blake
et al. 2013). Contributions from both tropical and
baroclinic energy sources caused Sandy to reintensify
as it approached the coastline (Galarneau et al. 20013;
Shin and Zhang 2017). The TC followed an atypical
track northwestward toward the Northeast United
States, rather than out to sea, fostered by interaction
with an upstream trough (Barnes et al. 201 3; Oian etal.
2016) of the type identified by Fujiwhara (1931), the
practical predictability of which depended on the
modeling system (Bassill 2014; Magnusson et al. 20014;
Torn et al. 2015). Sandy tested existing infrastructure
for hazard communication (NOAA 2013; Blake et al.
2013) and posed challenges related to risk perception
(Meyer etal. 2014) due to its atypical track and forecast
structure (Munsell and Zhang 2014) near landfall. Few
TCs produce such a broad range of impacts, but Sandy
was not ordinary. Rather, Sandy is a dramatic example
of the direct impacts, structural evolution, and forecast
challenges associated with TCs that become extra-
tropical cyclones, a process known as extratropical
transition (ET; Jones et al. 2003 ).

Tropical cyclones gain energy from warm ocean wa-
ters through evaporation and subsequent latent heat
release by deep, moist convection. The storm develops a
warm core as a result, with the strongest winds near the
surface that decrease in strength with height. The wind,
precipitation, and temperature fields become more axi-
symmetric as the TC matures. Conversely, extratropical
cyclones are driven by comparatively large temperature
and moisture gradients. Within these baroclinic envi-
ronments, frontal boundaries separate warm, moist air
from cool, dry air, resulting in highly asymmetric encrgy
distributions to drive wind and rainfall. In addition, wind
speed increases with height due to the cold-core

structure of these systems. During ET, the deep warm
core associated with the TC becomes shallow and is
often replaced by a cold-core, asymmetric structure
(e.g., Evans and Hart 2003; Hart et al. 2006), including
the development of surface fromts (Klein et al. 2000).
This evolution occurs as the TC moves poleward
into a baroclinic environment characterized by the
aforementioned temperature and moisture gradients as
well as increased vertical wind shear, reduced sea sur-
face temperature (SST), and an increasing Coriolis pa-
rameter (Fig. 1). Only a subset of TCs complete ET and
become fully extratropical, vet even a cyclone that only
begins ET can directly produce hazards (such as Hur-
ricane Sandy) and/or generate hazards downstream
[e.g., Hurricane Katia in 2011 as described by Grams and
Blumer {2015); Typhoon Nabi in 2005 as described by Harr
et al. (2008)].

Amn earlier review (Jones et al. 2003) provided a then-
current synthesis of the fundamental understanding of
ET and its direct impacts. The paper also outlined sig-
nificant ET-related forecast challenges and research
needs that had yet to be addressed. Focusing on ET itself
and the direct impacts of transitioning cyclones, the
present review documents the extensive research that
addresses how those needs have been met in the most
recent decade and a half. This review ako identifies
questions that remain unanswered as well as potential
avenues for future research that have been motivated
by recent investigations. Section 2 discusses efforts
toward a universal definition of, and classifiers for, ET.
Section 3 documents the development of, and additions
to, new and existing ET climatologies and looks to how
ET climatology may change in the future. Section 4
describes the updated understanding of direct impacts
associated with wind, waves, and precipitation. Jones
et al. (2003) stressed the necessity of improving use of
existing observations and exploiting new capabilities for
understanding ET itself, as well as forecasting the phe-
nomenon, and section 5 summarizes progress in and
ongoing needs for both. Section 6 documents advances
in the forecasting and analysis of ET. Finally, this review
concludes with recommendations for future research.
Asnoted above, this review focuses on ET and its direct
impacts. A companion article (Keller et al. 2018, man-
uscript submitted to Mon. Wea. Rev., hereafter Part IT)
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with transitioning TCs have caused historic flash floods
in the United States well inland from the Atlantic coast,
including Hazel in 1954 ({Palmén 1958; Matano 1958),
Agnes in 1972 (e.g., Carr and Bosart 1978; Bosant and
Dean 1991), and Irene in 2011 {e.g., Milrad et al. 2013;
Smith et al. 2016).

Because heavy precipitation associated with ET can
occur well inland, as the cases cited above indicate, it is
crucial to understand where heavy precipitation occurs
during ET and the conditions that cause ET-related
heavy-precipitation events to inform timely wamings.
During ET, precipitation shifts radially outward and has
maximum intensity downshear (Matyas 2010ab.c).
Precipitation coverage grows in areal extent as ET be-
gins, but decreases in areal extent later in the process
(Matyas 2013). Whereas TCs are typically characterized
by heaviest precipitation to the left of the vertical wind
shear (e.g., Lonfat et al. 2004; Chen et al. 2006), which is
often right of track in the NATL, the heaviest pre-
cipitation during ET may be found either left or right of
track (Atallah and Bosart 2003; Atallah et al. 2007,
Milrad et al. 2009; Chen 2011; Zhou and Matyas 2017).
Left-of-track precipitation is more common under at-
mospheric conditions resembling those favoring re-
intensification after becoming extratropical (section 5h),
notably a negative-tilted upstream trough near to, and of
similar scale as, the TC, with amplified mid- to upper-
tropospheric ridging atop and downstream of the TC
(Atallah et al. 2007, Milrad et al. 2009). Conversely,
cases with ight-of-track precipitation maxima generally
never completed ET or decayed shortly after becoming
extratropical. Despite advanced understanding of pre-
cipitation field evolution during ET, however, the extent
to which precipitation asymmetries evolve and/or arein
phase with the wind, wave, and thermal asymmetries
warrants further study.

Though orography has long been known to affect TC
precipitation rates, particularly in Taiwan (eg., Lin et al.
2001; Yuand Cheng 2008, 2013), it may also focus extreme
precipitation during ET. For example, Vermont was
heavily impacted by flash fliooding from NATL TC Irene
(2011), largely due to orographic precipitation enhance-
ment in the complex terrain of the Green Mountains {Liu
and Smith A16; Smith et al. 2016). Similarly, as pre-
cipitation with NATL TC Sandy (2012) shifted to the left
of track during and after ET, upslope flow induced by the
cyclone within a highly anomalous antecedent cold air
mass along the western slopes of the Appalachian
Mountains of North Carolina, Virginia, and West Vir-
ginia resulted in up to Y00mm of snowfall (Keighton et al.
2016). Only three prior NATL TCs are known to have
produced accumulating snow in the United States, all of
which occurred in New England in fall or winter in the
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presence of elevated termrain and an antecedent cold
air mass (Keighton et al. 2016). Orography can also
modulate a ransitioning TC*s rainfall distribution, as has
been seen with systems in the St. Lawrence River valley
of Canada (Milrad et al. 2009, 2013). Here, ageostrophic
frontogenesis focused by the local topography, rather
than the synoptic-scale pattern, has been found to
exert primary control on where the heaviest pre-
cipitation occurs with transitioning TCs in this region
(Milrad et al. 2013).

5, Structural evolution

The potential impacts of winds, waves, and precipita-
tion are tied to the evolving structure of the transitioning
cyclone. Historically, numerical model simulations and
model-derived observation syntheses have been the
primary means of obtaining insight into cyclone structure
evolution during ET (Jones et al. 2003). This prompted
Jones et al. (2003) to stress the critical need for increased
in situ observations and targeted field experiments of
ET events to validate the insights gleaned from mu-
merical simulations and to improve our knowledge of
the ET process.

In recent vears, several field experiments with par-
tial ET foci have been conducted. NOAA’s Intensity
Forecasting Experiment (IFEX; Rogers et al. 2006,
2013) inchaded flights into NATL TC Ophelia (2005)
that provided novel observations of a transitioning
TC s structural evolution wsing airborne Doppler radar
and dropsondes (Fogarty 2006; Rogers et al. 2006).
Later IFEX missions sampled Ear {2010), Sandy (2012),
Arthur (2014), Kate (2015), and Karl {2016) before and
during ET, including Sandy’s interrupted transition
east of Florida (Blake et al. 2013). Additionally, three
separate programs investigated WNP ET during 2008:
The Observing System Research and Predictability Ex-
periment (THORPEX)-Pacific Asian Regional Cam-
paign (T-PARC; Elsberry and Harr 2008; Waliser et al.
32), the Dropsonde Observations for Typhoon Sur-
veillance near the Taiwan Region (DOTSTAR; Wu
et al. 2005) experiment and the Tropical Cyclone
Structure (TCS-08; Elsberry and Harr 2008) experiment.

Together, observation- and numerical model-based
studies have advanced understanding of structural evo-
luticn both during and after ET. In particular, observa-
tions have provided validation of previously developed
conceptual models, and numerical model<based studies
have increased owr knowledge of varation and environ-
mental sensitivities in structural evolution during and
after ET. Organized around the two-stage ET conceptual
model highlighted in Fig. 1 and the threestep concepm-
alization of the transformation stage of Klein et al. {2000,



76. Assignment 2, Module 16: Extratropical Hermine:
https://weather.com/storms/hurricane/news/hurricane-hermine-transition-impacts-
forecast-post-tropical

Tropical cyclones can undergo a transition to a non-tropical or "post tropical” cyclone. So, what does that

actually mean and does that really change anything as far as weather impacts are concerned?


https://weather.com/storms/hurricane/news/hurricane-hermine-transition-impacts-forecast-post-tropical
https://weather.com/storms/hurricane/news/hurricane-hermine-transition-impacts-forecast-post-tropical










78. Assignment 3, Module 17: FEMA 454, Section 2.2.1:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf










79. Assignment 3, Module 17: Plate Tectonics:
https://pubs.usgs.gov/gip/dynamic/dynamic.html
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81. Assignment 3, Module 17: Understanding Earthquakes:
https://www.jishin.go.jp/main/pamphlet/brochures2014en/understanding_earthquakes.pd

f
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82. Assignment 3, Module 17: Australia Earthquakes:
https://www.ga.gov.au/education/natural-hazards/earthquake

What is an earthquake?

Earthquakes occur when rocks deep within the earth suddenly break and slip past one
another. What we feel as earthquake vibrations and shaking (seismic waves) is the energy
that propagates through the earth when the rocks break. The rocks break along pre-
existing fractures, or zones of weakness known as a fault, or a fault plane.

The focus, or hypocentre, of an earthquake is the point where it originated within the
Earth. The point on the Earth's surface directly above the hypocentre is called the
earthquake epicentre.

The size or magnitude of earthquakes is a measure of the energy released by the
earthquake and is determined by measuring the amplitude of the seismic waves recorded
on a seismometer, together with the distance of that seismometer from the earthquake.
These parameters are used in a formula which converts them to a magnitude. For every
one unit increase in magnitude, there is roughly a thirty-fold increase in the energy
released. For instance, a magnitude 6.0 earthquake releases approximately 30 times more
energy than a magnitude 5.0 earthquake, while a magnitude 7.0 earthquake releases
approximately 900 times (30x30) more energy than a magnitude 5.0.

Earthquake magnitude was traditionally measured on the Richter scale. It is often now
reported as moment magnitude, which is calculated from seismic moment. The seismic
moment of an earthquake is calculated using the area of the fault that ruptured, the
strength of the rocks that slipped (the shear modulus), and the amount of slip along the
fault during the earthquake.

Where do earthquakes occur?

No part of Earth's surface is immune from earthquakes, but some regions experience them
more frequently than others. They are most frequent and largest at tectonic plate
boundaries. They particularly occur around the margins of the Pacific Plate; for example in
New Zealand, Vanuatu, the Solomon Islands, Papua New Guinea, Japan and the
Americas, and also along the Indonesian islands arc, where the Australian Plate collides
with the Eurasian Plate. Earthquake hypocentre depths in these collision zones can range
from the surface to 700 km in depth.


https://www.ga.gov.au/education/natural-hazards/earthquake
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We provide earthquake data and scientific information to help Australians understand the
consequences of earthquakes, which contributes to more resilient communities now and in
the future. Our capability spans the earthquake value chain from maintenance of a
national-scale monitoring network, to 24-hour monitoring and alerting, to national
earthquake hazard and risk assessments.

We collaborate with a range of stakeholders in Australia and through Australia’s overseas
aid program to apply this value chain to develop actionable earthquake risk information to
support evidence-based decisions for disaster risk reduction.

We do this by:

« developing nationally consistent data, information and advice to enable informed
decisions on preparedness and response to the impact of earthquakes

» advancing our understanding of Australia’s earthquake hazard through data collection
and scientific research

« advancing our understanding of the earthquake vulnerability of Australia’s built
environment to support mitigation and reduce the cost of disasters

« providing ongoing real-time monitoring, analysis and advice on significant earthquakes
and potentially tsunamigenic earthquakes to help safeguard Australian and Indian
Ocean communities.

To learn more about our work, access our latest data or hazard assessment tools, visit the
Community Safety page.

How do we record earthquakes?

We monitor, analyse and report on significant earthquakes to alert the Australian
Government, State and Territory Governments and the public about earthquakes in
Australia and overseas.












The size and intensity of the shaking caused by an earthquake depends on many factors,
such as the magnitude, distance from the epicentre, depth, topography, and the local
ground canditions.

In Australia, earthquakes with magnitudes of less than 3.5 seldom cause damage, and the
smallest magnitude earthquake known to have caused fatalities is the magnitude M,, 5.4
(M 5.6) Newcastle earthquake in 1989. However, magnitude 4.0 earthquakes occasionally
topple chimneys or result in other damage which could potentially cause injuries or
fatalities.

Apart from causing shaking, earthquakes of magnitude 4.0 or greater can also trigger
landslides, which can impact communities and infrastructure. The larger the magnitude of
the earthquake, the bigger the area over which landslides may occur.

In areas underlain by water-saturated loosely packed sediments, large earthquakes,
usually magnitude 6.0 or greater, may cause liquefaction. The strong ground shaking
causes the sediment to lose its strength and stiffness. Subsidence from liquefaction can
affect the foundations of structures and cause buildings to topple, allow sub-surface
infrastructure to become buoyant and float to the surface, and the sediment might erupt at
the surface from craters and fountains.

Undersea earthquakes can cause a tsunami, or a series of waves which can cross an

ocean and cause extensive damage to coastal regions.

The destruction from strong earthquake shaking can be worsened in some parts of the
world by fires caused by downed power lines and ruptured gas mains.

Large earthquakes are often followed by aftershocks, which can themselves be large
enough to cause damage. The size and number of aftershocks generally decreases quickly
with time after an earthquake, though in Australia aftershocks can continue for days, years,
or even decades.

Some earthquakes, such as the 1968 Meckering earthquake in Western Australia, rupture
along a fault from depth to the ground surface. This can cause significant damage,
particularly to linear infrastructure which may cross the rupturing fault such as roads, pipes,
power lines, trainlines, and large infrastructure such as dams, powerplants, and mines.



Earthquake effects, based on human observation, are rated using the Modified Mercalli
(MM) intensity scale, which ranges from | (imperceptible) up to XII (total destruction) (see
table below).

The Modified Mercalli Intensity (MMI) scale

Intensity | Shaking Description/Damage

| Mot felt Mot felt except by a very few under especially favorable conditions.

] Weak Felt only by a few persons at rest,especially on upper floors of buildings.

1l Weak Felt quite noticeably by persons indoors, especially on upper floors of buildings. Many people
do not recognize it as an earthquake. Standing motor cars may rock slightly. Vibrations similar
to the passing of a truck. Duration estimated.

v Light Felt indoors by many, outdoors by few during the day. At night, some awakened. Dishes,
windows, doors disturbed; walls make cracking sound. Sensation like heavy truck striking
building. Standing motor cars rocked noticeably.

Vi Moderate  Felt by nearly everyone; many awakened. Some dishes, windows broken. Unstable objects
overturned. Pendulum clocks may stop.

Wl Strong Felt by all, many frightened. Some heavy furniture moved; a few instances of fallen plaster.
Damage slight.

Wil \ery Damage negligible in buildings of good design and construction; slight to moderate in well-

strong built ordinary structures; considerable damage in poorly built or badly designed structures;
some chimneys broken.

Severe Damage slight in specially designed structures; considerable damage in ordinary substantial
buildings with partial collapse. Damage great in poorly built structures. Fall of chimneys,
factory stacks, columns, monuments, walls. Heavy furniture overturmed.

X Wiolent Damage considerable in specially designed structures; well-designed frame structures thrown
out of plumb. Damage great in substantial buildings, with partial collapse. Buildings shifted off
foundations.

X Extreme Some well-built wooden structures destroyed; most masonry and frame structures destroyed

with foundations. Rails bent.

Source: Repiicated from the USGS A



Magnitude vs Intensity

« Earthquake magnitude is related to the energy released over its ruptured fault area

« The intensity of an earthguake refers to the level of ground-shaking at a given

location

« Earthquake intensity typically decreases with increasing distance away from an

earthquake

« The Modified Mercalli Intensity (MMI) scale is commonly used to describe the damage

and felt effects of an earthquake at a given location

« MMI is a qualitative assessment of earthquake effects on structures and people

« Earthquake magnitude is a quantitative measure based on physical recordings made

on seismometers

Australia’s largest historical earthquakes

The Australian continent has experienced many large earthquakes in the historical past.
The 10 largest recorded earthquakes are listed in the table below. However, evidence
preserved in the Australian landscape demonstrates that the continent has experienced
much larger earthquakes in its pre-historical past. Some of these earthquakes are even
represented in First Nations Dreaming stories (link to: https://www.abc.net.au/news/2021-
09-25/ancient-earthquakes-cadell-fault-diverted-murray-river/100489426).

Magnitude post-2016 revisions Magnitude pre-2016 revisions Location Date
6.6 6.7 Tennant Creek, NT 1988
6.5 69 Meckering, WA 1968
6.4 2.6 Simpson Desert, NT 1941
6.3 6.4 Tennant Creek, NT 1988
6.3 72 Meeberrie, WA 1941
6.2 6.3 Collier Bay, WA. 1997
6.2 6.3 Tennant Creek, NT 1988
6.1 62 Cadoux, WA 1979
6.1 NIA Petermann Ranges, NT 2016
6.0 6.0 West of Lake Mackay, WA 1970

* The earthquakes listed above have epicentres on the Australian mainland or adjacent to the Australian coast.



83. Assignment 3, Module 1: Plate Boundaries: https://www.gns.cri.nz/our-science/natural-
hazards-and-risks/earthquakes/



https://www.gns.cri.nz/our-science/natural-hazards-and-risks/earthquakes/
https://www.gns.cri.nz/our-science/natural-hazards-and-risks/earthquakes/




Earthquake monitoring and
response

Mationwide, there are hundreds of seismographs and strong motion sensors
monitoring thousands of small shakes and many large quakes per year. Continuous
GPS is being used to monitor "slow” earthquakes, recording land movement down to
a few millimetres. These data are acquired, collected, stored and made available for

research and monitoring by the GeoNet programme.

Geolet is a collaboration between GNS, the Natural Hazards Commission Toka TG
Ake and Toith Te Whenua LINZ and includes the National Gechazards Monitoring
Centre (NGMC), which contributes significantly to the analysis of seismic data and
monitors seismic activity around the country. Earthquake monitoring feeds into
applications such as emergency response and the rapid analysis of possible tsunami.
Through a number of programmes, GNS works to develop and maintain scientific
capability to rapidly assess and analyse earthquakes, ensure timely and accurate
advice is provided to emergency management and stakeholders and inform the public

about the event.

Earthquake readiness

One of the goals of natural hazard research is to help communities build resilience.
We work to deliver earthquake research that supports the aspirations of communities
to increase their resilience. Specifically, we contribute earthquake-specific knowledge
and data to hazard and risk medelling so that communities can predict and respond to
multi-hazard scenarios. We also partner with research groups and communities to

inspire, educate and facilitate a deeper understanding of our hazard-prone nation.

Our research

We incorporate several fields of study in our research to best understand earthquakes
in the context of our complex plate boundary. Our research involves models of
earthquakes and their ground motions (seismology), earthquake geology,

geodynamics and geodesy.

We contribute our expertise in these fields to a variety of projects, drawing on our
wide range of disciplines. Recent projects and programmes we have led and
supported include Resilience to Nature's Challenges, Rapid Characterisation of
Earthquakes and Tsunami (RCET), National Seismic Hazard Model (NSHM) and It's Our
Fault.



84. Assignment 3, Module 1: New Zealand Faults: https://www.gns.cri.nz/our-science/land-
and-marine-geoscience/earth-dynamics/



https://www.gns.cri.nz/our-science/land-and-marine-geoscience/earth-dynamics/
https://www.gns.cri.nz/our-science/land-and-marine-geoscience/earth-dynamics/







85. Assignment 3, Module 2: FEMA 454, Section 2.2.2:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf













86. Assignment 3, Module 2: USGS Fault Types: https://www.usgs.gov/fags/what-a-fault-and-
what-are-different-types

What is a fault and what are the different types?

A fault is a fracture or zone of fractures between two blocks of rock. Faults allow the blocks to move relative to each
other. This movement may occur rapidly, in the form of an earthquake - or may occur slowly, in the form of creep. Faults
may range in length from a few millimeters to thousands of kilometers. Most faults produce repeated displacements over
geologic time. During an earthquake, the rock on one side of the fault suddenly slips with respect to the other. The fault
surface can be horizontal or vertical or some arbitrary angle in between.

Earth scientists use the angle of the fault with respect to the surface (known as the dip) and the direction of slip along the
fault to classify faults. Faults which move along the direction of the dip plane are dip-slip faults and described as either
normal or reverse (thrust), depending on their motion. Faults which move horizontally are known as strike-slip faults and
are classified as either right-lateral or left-lateral. Faults which show both dip-slip and strike-slip motion are known as
oblique-slip faults.

The following definitions are adapted from The Earth by Press and Siever.

normal fault - a dip-slip fault in which the block above the fault has moved downward relative to the block below. This type
of faulting occurs in response to extension and is often observed in the Western United States Basin and Range Province and
along oceanic ridge systems.

Normal Fault Animation

reverse (thrust) fault - a dip-slip fault in which the upper block, above the fault plane, moves up and over the lower
block. This type of faulting is common in areas of compression, such as regions where one plate is being subducted under
another as in Japan. When the dip angle is shallow, a reverse fault is often described as a thrust fault.

Thrust Fault Animation
Blind Thrust Fault Animation

strike-slip fault - a fault on which the two blocks slide past one another. The San Andreas Fault is an example of a right
lateral fault.

Strike-slip Fault Animation
A left-lateral strike-slip fault is one on which the displacement of the far block is to the left when viewed from either side.

A right-lateral strike-slip fault is one on which the displacement of the far block is to the right when viewed from either
side.


https://www.usgs.gov/faqs/what-a-fault-and-what-are-different-types
https://www.usgs.gov/faqs/what-a-fault-and-what-are-different-types

87. Assignment 3, Module 2: Normal Fault:
https://www.iris.edu/hg/inclass/animation/fault_normal



https://www.iris.edu/hq/inclass/animation/fault_normal

88. Assignment 3, Module 2: Reverse Fault:
https://www.iris.edu/hg/inclass/animation/fault_reverse



https://www.iris.edu/hq/inclass/animation/fault_reverse_

89. Assignment 3, Module 2: Strike Slip Fault:
https://www.iris.edu/hg/inclass/animation/fault_strikeslip



https://www.iris.edu/hq/inclass/animation/fault_strikeslip

90. Assignment 3, Module 2: Oblique:
https://www.iris.edu/hg/inclass/animation/fault_oblique



https://www.iris.edu/hq/inclass/animation/fault_oblique_

91. Assignment 3, Module 2, Pacific Northwest EQs:
https://www.iris.edu/hg/inclass/animation/pacific_northwest_three_types_of_tectonic_ear
thquakes



https://www.iris.edu/hq/inclass/animation/pacific_northwest_three_types_of_tectonic_earthquakes
https://www.iris.edu/hq/inclass/animation/pacific_northwest_three_types_of_tectonic_earthquakes







92. Assignment 3, Module 2, Tectonic Boundaries:
https://www.iris.edu/hg/inclass/animation/plate_boundaries_three_types_described



https://www.iris.edu/hq/inclass/animation/plate_boundaries_three_types_described

93. Assignment 3, Module 2, Convergent Boundary:
https://www.iris.edu/hg/inclass/animation/plate_boundary_convergent_margin



https://www.iris.edu/hq/inclass/animation/plate_boundary_convergent_margin

94. Assignment 3, Module 2: Divergent Fast-Spreading Ridge:
https://www.iris.edu/hg/inclass/animation/plate_boundary_divergent_fastspreading_ridge



https://www.iris.edu/hq/inclass/animation/plate_boundary_divergent_fastspreading_ridge

95. Assignment 3, Module 2: Transform:
https://www.iris.edu/hg/inclass/animation/fault_transform



https://www.iris.edu/hq/inclass/animation/fault_transform

96. Assignment 3, Module 3: FEMA 454, Section 2.4.1:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf







97. Assignment 3, Module 3: Magnitude: https://www.usgs.gov/glossary/earthquake-hazards-
program#S

Richter scale

The Richter magnitude scale was developed mn 1935 by Charles F. Richter of the California Institute of Technology as a mathematical device to compare the size of
earthquakes. The magnitude of an earthquake is determined from the logarithm of the amplitude of waves recorded by seismographs. Adjustments are included for the
wvariation in the distance between the various seismographs and the epicenter of the earthquakes. On the Richter Scale, magnitude is expressed in whole numbers and
decimal fractions. For example, a magnitude 5.3 might be computed for a moderate earthquake, and a strong earthquake might be rated as magnitude 6.3. Because of the

logarithmic basis of the scale, each whole number increase in magnitude represents a tenfold increase in measured amplitude: as an estimate of energy. each whole number

step in the magnitude scale corresponds to the release of about 31 times more energy than the amount associated with the preceding whole number value.


https://www.usgs.gov/glossary/earthquake-hazards-program#S
https://www.usgs.gov/glossary/earthquake-hazards-program#S







98. Assignment 3, Module 3: EQ Intensity:
https://www.iris.edu/hqg/inclass/animation/earthquake_intensity



https://www.iris.edu/hq/inclass/animation/earthquake_intensity

99. Assignment 3, Module 3: Moment Magnitude:
https://www.iris.edu/hg/inclass/animation/magnitudes_moment_magnitude_explained



https://www.iris.edu/hq/inclass/animation/magnitudes_moment_magnitude_explained

100. Assignment 3, Module 3: Energy Release:
https://www.iris.edu/hg/inclass/animation/magnitude_graphical_comparison_of_earthqua

ke_energy release



https://www.iris.edu/hq/inclass/animation/magnitude_graphical_comparison_of_earthquake_energy_release
https://www.iris.edu/hq/inclass/animation/magnitude_graphical_comparison_of_earthquake_energy_release

101. Assignment 3, Module 4: FEMA 454, Sections 2.3.1 and 2.3.2:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf






















102. Assignment 3, Module 4: Seismogram:
https://www.iris.edu/hg/inclass/animation/3component_seismogram_records_seismicwav
e_motion



https://www.iris.edu/hq/inclass/animation/3component_seismogram_records_seismicwave_motion
https://www.iris.edu/hq/inclass/animation/3component_seismogram_records_seismicwave_motion

103. Assignment 3, Module 4: Seismic Waves:
https://www.geometrics.com/community/general-seismograph/what-are-the-different-
types-of-seismic-waves/



https://www.geometrics.com/community/general-seismograph/what-are-the-different-types-of-seismic-waves/
https://www.geometrics.com/community/general-seismograph/what-are-the-different-types-of-seismic-waves/

While the various wave types shown above have been isolated for illustration purposes, all are present to some degree whenever seismic energy is traveling
through a solid medium. Hence actual particle motion is extremely complex.



104. Assignment 3, Module 5: FEMA 454, Section 2.2.3:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf

sity. The most probable position of the epicenter and the causative
fault rupture is inside the area of highest intensity. An example of
MMI curves for two moderate events is given in Figure 2-6. Clearly
there can be large regional differences in MMI. Such variations in
seismic wave attenuation are discussed in Section 2.6.1.

Correlations have been worked out between measured
characteristics of the seismic waves and the reported Modified
Mercalli intensity. A common one is that between the maximum
(“peak”™) ground acceleration, A (centimeters per second squared),
and the MM intensity, I. Such correlations are only broadly
successful, particularly at the higher intensities. The description of
the seismic waves for architectural and engineering purposes
depends on a mixture of parameters, many of which are dependent
on the frequency of the seismic waves. Nevertheless, because in
many parts of the world instrumental measurements of ground












105. Assignment 3, Module 5: MMI: https://www.usgs.gov/programs/earthquake-
hazards/modified-mercalli-intensity-scale



https://www.usgs.gov/programs/earthquake-hazards/modified-mercalli-intensity-scale
https://www.usgs.gov/programs/earthquake-hazards/modified-mercalli-intensity-scale




History and Details of MMI

The following is an excerpt from Intensity Distribution and Isoseismal Maps for the Northridge, California, Earthquake of
January 17,1994.

The intensity of an earthquake at a location is a number that characterizes the severity of ground shaking at that location by
considering the effects ofthe shaking on people, on manmade structures, and on the landscape.

Intensities assigned by the U. S. Geological Survey and (prior to 1973) by agencies in the U. S. Department of Commerce have
for many decades been based on the Modified Mercalli Intensity Scale of 1931 (Wood and Neumann, 1931), which we usually
refer to simply as the "Modified Mercalli" or "MM" scale. The scale lists criteria that permit the seismologist to represent
the severity of ground shaking in a community or part of a community by a number. Experience with the MM scale in the
decades since 1931 has shown that some criteria are more reliable than others as indicators of the level of ground shaking.
Moreover, construction methods have changed appreciably since the scale was introduced. Assigning of MM intensity values
therefore involves use of the original criteria of Wood and Neumann (1931) with amendments and modifications that have
been developed in the decades since 1931.

The Modified Mercalli scale is given as originally abridged by Wood and Neumann (1931) ... the unabridged scale is
reproduced in Stover and Coffman (1993). ... Since 1931 ithas become clear that many phenomena that Wood and Neumann
(1931) originally used as criteria to define the highest Modified Mercalli intensities (X and above) are related less to the level
of ground shaking than to the presence of ground conditions susceptible to spectacular failure or to the ease with which
seismic faulting of different style and depth can propagate to the ground surface. Criteria based on such phenomena are
downweighted now in assigning of USGS intensities (Stover and Coffman, 1993).



106. Assignment 3, Module 5: EQ Hazards Q&A:
https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-201-

technical-ga
What is spectral acceleration (SA)?

PGA (peak acceleration) is what is experienced by a particle on the ground, and SA is approximately what is experienced by a building, as modeled by a

The mass on the rod behaves about like a simple harmonic oscillator (SHO). If one "drives" the mass-rod system at its base, using the seismic record,
and assuming a certain damping to the mass-rod system, one will get a record of the particle motion which basically "feels" only the components of

be determined. Similarly for response acceleration (rate of change of velocity) also called response spectral acceleration, or simply spectral acceleration,
SA (or Sa).

PGA is a good index to hazard for short buildings, up to about 7 stories. To be a good index, means that if you plot some measure of demand placed on a
building, like inter story displacement or base shear, against PGA, for a number of different buildings for a number of different earthquakes, you will get
a strong correlation.

PGA is a natural simple design parameter since it can be related to a force and for simple design one can design a building to resist a certain horizontal
force.PGV, peak ground velocity, is a good index to hazard to taller buildings. However, it is not clear how to relate velocity to force in order to design a
taller building.

SA would also be a good index to hazard to buildings, but ought to be more closely related to the building behavior than peak ground motion parameters.
Design might also be easier, but the relation to design force is likely to be more complicated than with PGA, because the value of the period comes into
the picture.

PGA, PGV, or SA are only approximately related to building demand/design because the building is not a simple oscillator, but has overtones of vibration,
each of which imparts maximum demand to different parts of the structure, each part of which may have its own weaknesses. Duration also plays a role
in damage, and some argue that duration-related damage is not well-represented by response parameters.

the causative earthquake, so that non-linear response is related to linear response (SA) by a simple scalar (multiplying factor). This is not so for peak
ground parameters, and this fact argues that SA ought to be significantly better as an index to demand/design than peak ground motion parameters.

There is no particular significance to the relative size of PGA, SA (0.2), and SA (1.0). On the average, these roughly correlate, with a factor that depends on
period.While PGA may reflect what a person might feel standing on the ground in an earthquake, 1 don't believe it is correct to state that SA reflects what
one might "feel" if one is in a building. In taller buildings, short period ground motions are felt only weakly, and long-period motions tend not to be felt
as forces, but rather disorientation and dizziness.


https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-201-technical-qa
https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-201-technical-qa

What is probability of exceedence (PE)?

For any given site on the map, the computer calculates the ground motion effect (peak acceleration) at the site for all the earthquake locations and
magnitudes believed possible in the vicinity of the site. Each of these magnitude-location pairs is believed to happen at some average probability per
year. Small ground motions are relatively likely, large ground motions are very unlikely.Beginning with the largest ground motions and proceeding to
smaller, we add up probabilities until we arrive at a total probability corresponding to a given probability, P, in a particular period of time, T.

The probability P comes from ground motions larger than the ground motion at which we stopped adding. The corresponding ground motion (peak
acceleration) is said to have a P probability of exceedance (PE) in T years.The map contours the ground motions corresponding to this probability at all
the sites in a grid covering the U.S. Thus the maps are not actually probability maps, but rather ground metion hazard maps at a given level of
probability.In the future we are likely to post maps which are probability maps. They will show the probability of exceedance for some constant ground
motion. For instance, one such map may show the probability of a ground motion exceeding 0.20 g in 50 years.

What is the relationship between peak ground acceleration (PGA) and "effective peak acceleration
(Aa), or between peak ground velocity (PGV) and "effective peak velocity" (Av) as these parameters
appear on building code maps?

"

Aa and Av have no clear physical definition, as such. Rather, they are building code constructs, adopted by the staff that produced the Applied Technology
Council (1978) (ATC-3) seismic provisions. Maps for Aa and Av were derived by ATC project staff from a draft of the Algermissen and Perkins (1976)
probabilistic peak acceleration map (and other maps) in order to provide for design ground motions for use in model building codes. Many aspects of that
ATC-3 report have been adopted by the current (in use in 1997) national model building codes, except for the new NEHRP provisions.

This process is explained in the ATC-3 document referenced below, (p 297-302). Here are some excerpts from that document:

degree-of-freedom systems...

P- 298. "In developing the design provisions, two parameters were used to characterize the intensity of design ground shaking. These parameters are
called the Effective Peak Acceleration (EPA), Aa, and the Effective Peak Velocity (EPV), Av. These parameters do not at present have precise
definitions in physical terms but their significance may be understood from the following paragraphs.

"To best understand the meaning of EPA and EPV, they should be considered as normalizing factors for construction of smoothed elastic response
spectra for ground motions of normal duration. The EPA is proportional to spectral ordinates for periods in the range of 0.1 to 0.5 seconds, while the
EPV is proportional to spectral ordinates at a period of about 1 second . . . The constant of proportionality (for a 5 percent damping spectrum) is set at
a standard value of 2.5 in both cases.

""...The EPA and EPV thus obtained are related to peak ground acceleration and peak ground velocity but are not necessarily the same as or even
proportional to peak acceleration and velocity. When very high frequencies are present in the ground motion, the EPA may be significantly less than
the peak acceleration. This is consistent with the observation that chopping off the spectrum computed from that motion, except at periods much
shorter than those of interest in ordinary building practice has very little effect upon the response spectrum computed from that motion, except at
periods much shorter than those of interest in ordinary building practice. . . On the other hand, the EPV will generally be greater than the peak
velocity at large distances from a major earthquake..."



+ p.299. "Thus the EPA and EPV for a motion may be either greater or smaller than the peak acceleration and velocity, although generally the EPA will
be smaller than peak acceleration while the EPV will be larger than the peak velocity.

« '"".. For purposes of computing the lateral force coefficient in Sec. 4.2, EPA and EPV are replaced by dimensionless coefficients Aa and Av respectively.

Now, examination of the tripartite diagram of the response spectrum for the 1940 El Centro earthquake (p. 274, Newmark and Rosenblueth,
Fundamentals of Earthquake Engineering) verifies that taking response acceleration at .05 percent damping, at periods between 0.1 and 0.5 sec, and
dividing by a number between 2 and 3 would approximate peak acceleration for that earthquake. Thus, in this case, effective peak acceleration in this
period range is nearly numerically equal to actual peak acceleration.

However, since the response acceleration spectrum is asymptotic to peak acceleration for very short periods, some people have assumed that effective
peak acceleration is 2.5 times less than true peak acceleration. This would only be true if one continued to divide response accelerations by 2.5 for periods
much shorter than 0.1 sec. But EPA is only defined for periods longer than 0.1 sec.

Effective peak acceleration could be some factor lower than peak acceleration for those earthquakes for which the peak accelerations occur as short-
period spikes. This is precisely what effective peak acceleration is designed to do.

On the other hand, the ATC-3 report map limits EPA to 0.4 g even where probabilistic peak accelerations may go to 1.0 g, or larger. THUS EPA IN THE
ATC-3 REPORT MAP may be a factor of 2.5 less than than probabilistic peak acceleration for locations where the probabilistic peak acceleration is around
10g.

The following paragraphs describe how the Aa, and Av maps in the ATC code were constructed.

The USGS 1976 probabilistic ground motion map was considered. Thirteen seismologists were invited to smooth the probabilistic peak acceleration map,
taking into account other regional maps and their own regional knowledge. A final map was drawn based upon those smoothing's. Ground motions were
truncated at 40 % g in areas where probabilistic values could run from 40 to greater than 80 % g. This resulted in an Aa map, representing a design basis
for buildings having short natural periods. Aa was called "Effective Peak Acceleration."

broadened areas were denominated Av for "Effective Peak Velocity-Related Acceleration" for design for longer-period buildings, and a separate map
drawn for this parameter.

Note that, in practice, the Aa and Av maps were obtained from a PGA map and NOT by applying the 2.5 factors to response spectra.

Note also, that if one examines the ratio of the SA(0.2) value to the PGA value at individual locations in the new USGS national probabilistic hazard maps,
the value of the ratio is generally less than 2.5.



107. Assignment 3, Module 5: Spectral Acceleration:

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/spectral-
acceleration

Spectral Acceleration

In subject area: Earth and Planetary Sciences

Spectral acceleration (S_a) is defined as a measure of the 'strength’ of seismic ground motion that
impacts structures at specific frequencies, describing seismic motion based on the response of elastic
single degree of freedom oscillators with a given damping percentage and natural periods. It is

primarily used to assess the inertial response of above-ground structures during seismic events.


https://www.sciencedirect.com/topics/earth-and-planetary-sciences/spectral-acceleration
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/spectral-acceleration

108. Assignment 3, Module 5: Seismic Waves on Buildings:
https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-

different-size-
buildings#:~:text=Large%20structures%200r%20high%20rise,short%20waves%20in%20qg

uick%20succession.



https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-different-size-buildings#:~:text=Large%20structures%20or%20high%20rise,short%20waves%20in%20quick%20succession.
https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-different-size-buildings#:~:text=Large%20structures%20or%20high%20rise,short%20waves%20in%20quick%20succession.
https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-different-size-buildings#:~:text=Large%20structures%20or%20high%20rise,short%20waves%20in%20quick%20succession.
https://www.usgs.gov/programs/earthquake-hazards/how-seismic-waves-affect-different-size-buildings#:~:text=Large%20structures%20or%20high%20rise,short%20waves%20in%20quick%20succession.

109.Assignment 3, Module 5: JMA Intensity:
https://www.jma.go.jp/jma/en/Activities/inttable.html



https://www.jma.go.jp/jma/en/Activities/inttable.html
https://www.jma.go.jp/jma/en/Activities/inttable.html




110. Assignment 3, Module 5: Macroseismic Intensity:
https://www.guycarp.com/insights/2024/09/revolutionizing-seismic-data-international-
macroseismic-scale-reinsurance-implications.html



https://www.guycarp.com/insights/2024/09/revolutionizing-seismic-data-international-macroseismic-scale-reinsurance-implications.html
https://www.guycarp.com/insights/2024/09/revolutionizing-seismic-data-international-macroseismic-scale-reinsurance-implications.html
















111. Assignment 3, Module 6: FEMA 454, Sections 2.6.1 and 2.6.2:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf

























112. Assignment 3, Module 6: Seismic Hazard Maps: https://www.usgs.gov/fags/what-
seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-

why-
are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western

%20US.



https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.
https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.
https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.
https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.
https://www.usgs.gov/faqs/what-seismic-hazard-what-a-seismic-hazard-map-how-are-they-made-how-are-they-used-why-are#:~:text=Hazard%20maps%20can%20be%20used,problems%20in%20the%20western%20US.

113. Assignment 3, Module 6: Earthquake Hazards:  https://www.usgs.gov/natural-
hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-
science_center_objects=0#qtscience_center_objects



https://www.usgs.gov/natural-hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-science_center_objects=0#qtscience_center_objects
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-science_center_objects=0#qtscience_center_objects
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-science_center_objects=0#qtscience_center_objects
https://www.usgs.gov/natural-hazards/earthquake-hazards/science/earthquake-hazards-101-basics?qt-science_center_objects=0#qtscience_center_objects







The method assumes a reasonable future catalog of earthquakes, based upon historical earthquake locations and

been considered, one can find a ground motion value such that the annual rate of its being exceeded has a certain value.
Hence, on a given map, for a given probability of exceedance, PE, locations shaken more frequently, will have larger
ground motions.

For a LARGE exceedance probability, the map will show the relatively likely ground motions, which are LOW ground
motions, because small magnitude earthquakes are much more likely to occur than are large magnitude earthquakes.

For a SMALL exceedance probability, the map will emphasize the effect of less likely events: larger-magnitude and/or
closer-distance events, producing overall LARGE ground motions on the map. The maps have this format, because they
are designed to be useful in building codes, in which we assume that, for the most part, all buildings would be built to
the same level of safety. For other applications, maps of another format might be more useful. For instance, many
buildings across the US are built more or less the same, regardless of earthquake hazard. If we knew that a particular
type of building was likely to fail at a particular ground motion level, we could make a map showing contours of the
likelihood of that ground motion value being exceeded, due to earthquakes.

Why are there different probability maps, and which one do | use?

The different probabilities are selected to provide an idea of the relative range of hazard across the US. The larger
probabilities indicate the level of ground motion likely to cause problems in the western US. The smaller probabilities
show how unlikely damaging ground motions are in many places of the eastern US. However, basically the values
chosen reflect the more recent history in earthquake engineering.

Probability from the engineering point of view

Rather than start with the idea of probability, consider approaching the issue from this direction: A structure is
designed to resist earthquake ground motion having a particular value. Given this design resistance, one might ask
several questions:

= Under what ground motion will the building sway so much that it is uncomfortable to the persons working inside,
and disrupts their work for the day? (This could occur with winds as well as with earthquakes.)

= Under what ground motion will the building bend so much that interior partitions crack and wall or ceiling fixtures
drop?

» Under what ground motion will the building become permanently deformed and require expensive rehabilitation or
abandonment.

» Under what ground motion will the building collapse during the shaking?



Using a hazard curve, one could determine the annual probability of occurrence of each of these ground motions. Then
one could decide whether that corresponding probability is acceptable. If one of the probabilities is unacceptably high,
the design would have to be revised.

The different probability values reflect probabilities sometimes considered for design. The value 10 percent in 50 years
seemed to provide values similar to those already used in design in the 1970s in California. On the other hand, this level
of probability in the eastern US produced values too low for the seismic design then under consideration to provide

probabilities more likely to produce useful design ground motions would be near 5 percent in 50 years.

The ground motions given by probabilistic maps span a range of probabilities considered interesting to earthquake
engineers and a range of ground motions which have some intuitive understanding for the consequences. There have
been requests for maps of larger probabilities for purposes having to do with investment, insurance, and banking.

How do I know what map to choose then?

How does an individual person select a map? Technical users probably have to follow predefined rules. A non-technical
person may be interested in avoiding living in a location where significant shaking will cause worry, deciding on
whether to carry earthquake insurance, or deciding whether to do some rehabilitation for an existing dwelling. The
probability level chosen should reflect how anxious a person is to avoid earthquake shaking.

Here is some perspective on the 10 percent in 50 year map:

If a person lives in a 100-year floodplain, there is about 1 chance in 100 of experiencing the flood in any given year. In
50 years, one would expect 0.5 floods, and there is a 1 - exp(-0.5) = 39 percent chance of experiencing such a flood in 50
years. This is a higher likelihood than that of experiencing a damaging ground motion in an area where that ground
motion has only a 10 percent chance of being exceeded in 50 years. In a 200-year floodplain the chance would be 22
percent, still larger than the chance for the damaging ground motion. People who are not comfortable with probabilities
as large as 10 percent in 50 years for damaging earthquake ground motion should use maps with smaller probabilities.
But they should also be aware that many other hazards are higher than earthquake hazards, even in California.

How is a hazard map made? What is a hazard curve and how is it made?
How probabilistic ground motion is calculated:
Calculating the probability of a ground motion being exceeded

We demonstrate how to get the probability that a ground motion is exceeded for an individual earthquake - the
“probability of exceedance”.



1. Show a curve of ground motion vs distance for a given magnitude, given a particular attenuation relation.

2. At a given distance show distribution of ground motion.

3. Intercept the distribution with a horizontal line at a given ground motion.

4. The area of the distribution above the horizontal line is divided by the total area of the distribution. The result is

“Probability of Exceedance” of the given ground motion given that earthquake having that magnitude experienced
at that distance, given that particular attenuation relation.

Annual rate of exceedance
How to get the expected number of exceedances in 1 year owing to that earthquake.

1. Multiply the annual occurrence rate of the earthquake times the probability of exceedance of the ground motion,
given that earthquake.

2. Expected number of exceedances in 1 year = Annual rate of exceedance
Annual rate of exceedance, given several earthquakes
Expected number of exceedances for several earthquakes. “Adding exceedances”

1. The expected number of exceedances for several earthquakes is calculated by merely adding the annual rate of
exceedance owing to each earthquake.

Calculating a hazard curve.
A hazard curve is calculated by plotting annual rate of exceedance vs ground motion:

1. Perform the above calculation for 18 other ground motion levels.
2. Plot the results.
3. Make a smooth curve.

Now, for any ground motion we can find the annual rate of exceedance. Likewise, for any annual rate of exceedance we
can find the corresponding ground motion.












The models and maps developed by the NSHM integrate all the faulting and seismicity information into an indication of
shiaking hazard. The actual values of the shaking hazards depend upon the ground motion parameter of interest and
degree of safety which one wants. This is why the maps are different for different ground motions and different
probabilities. The ground motion hazard values can be compared with the capacity of a structure to withstand shaking,
and thus give an indication of safety.



114. Assignment 3, Module 6: Earthquake Scenarios: https://earthquake.usgs.gov/scenarios/



https://earthquake.usgs.gov/scenarios/

115. Assignment 3, Module 6: Earthquake Recurrence: https://www.iris.edu/hg/inclass/fact-
sheet/how_often_do_earthquakes_occur



https://www.iris.edu/hq/inclass/fact-sheet/how_often_do_earthquakes_occur
https://www.iris.edu/hq/inclass/fact-sheet/how_often_do_earthquakes_occur

116. Assignment 3, Module 6: Global Earthquake Model:
https://www.globalquakemodel.org/product/global-seismic-hazard-map

Global Seismic Hazard Map

Openly accessible global datasets and plots for peak ground acceleration with a return period of 475 years on rock

Description

The Global Earthquake Model (GEM) Global Seismic Hazard Map (version 2023.1) depicts
the geographic distribution of the Peak Ground Acceleration (PGA) with a 10% probability of
being exceeded in 50 years, computed for reference rock conditions (shear wave velocity,
Vs30, of 760-800 m/s).

The map was created by collating maps computed using national and regional probabilistic
seismic hazard models developed by various institutions and projects, in collaboration with
GEM Foundation scientists. This version represents an update from the previous release from
2018 and features improvements in most regions of the world, as well as a higher spatial
definition (approx. 2.5X) compared to the previous version.

For the first time, it is now openly available in raster format as a direct download under a CC
BY-NC-SA 4.0 license. An interactive online viewer (CC BY-NC-SA 4.0) is available, as well as
a PDF poster and a high-resolution PNG (CC BY-SA 4.0) through the links on this page.

A set of comprehensive maps is also available that features up to 20 layers with global
coverage, considering PGA and spectral acceleration (SA) for four periods of vibration (0.2s,
0.3s, 0.6s and 1.0s), calculated for reference rock and spatially variable soil conditions, for
2% and 10% probability of exceedance in 50 years. By clicking the ‘License Request
button, the full set or individual layers can be requested freely for research and public-good
applications, or for a licensing fee in the case of commercial applications.

Available Versions

The base layer of PGA on rock for 10% exceedance in 50 years is available for direct
download as a raster file, under a CC BY-SA-NC 4.0 license. Users interested in this version
can click the "Open Version Download" button in the right panel to access the information. A
PDF poster, as well as a high-resolution PNG, is available for direct download under a CC BY-
SA 4.0 license. If your use case does not meet the open license requirement, or if you are
interested in obtaining the full set of layers, please submit a request in our system by clicking
on the "License Request’, where a specific license will be provided, depending on the use
case. Additionally, users interested in the previous version of the Global Map (v2018) can
access the previous poster on this link.


https://www.globalquakemodel.org/product/global-seismic-hazard-map

117. Assignment 3, Module 7: FEMA 454, Section 3.6.3:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf







118. Assignment 3, Module 7: San Francisco Liquefaction Maps:
https://www.usgs.gov/programs/earthquake-hazards/science/san-francisco-bay-area-
liguefaction-hazard-maps



https://www.usgs.gov/programs/earthquake-hazards/science/san-francisco-bay-area-liquefaction-hazard-maps
https://www.usgs.gov/programs/earthquake-hazards/science/san-francisco-bay-area-liquefaction-hazard-maps










120. Assignment 3, Module 8: FEMA 454, Sections 2.2.3 and 3.6.2:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf

sity. The most probable position of the epicenter and the causative
fault rupture is inside the area of highest intensity. An example of
MMI curves for two moderate events is given in Figure 2-6. Clearly
there can be large regional differences in MMI. Such variations in
seismic wave attenuation are discussed in Section 2.6.1.

Correlations have been worked out between measured
characteristics of the seismic waves and the reported Modified
Mercalli intensity. A common one is that between the maximum
("peak™) ground acceleration, A (centimeters per second squared),
and the MM intensity, I. Such correlations are only broadly
successful, particularly at the higher intensities. The description of
the seismic waves for architectural and engineering purposes
depends on a mixture of parameters, many of which are dependent
on the frequency of the seismic waves. Nevertheless, because in
many parts of the world instrumental measurements of ground



























121. Assignment 3, Module 8: 1906 Liquefaction:
https://www.iris.edu/hg/inclass/animation/liquefaction_during_the_1906_san_francisco_e

arthquake



https://www.iris.edu/hq/inclass/animation/liquefaction_during_the_1906_san_francisco_earthquake
https://www.iris.edu/hq/inclass/animation/liquefaction_during_the_1906_san_francisco_earthquake

122. Assignment 3, Module 8: Sand Boils, Loma Prieta:
https://www.iris.edu/hg/inclass/animation/sand_boil_forms_example_from_1989 loma_pr
ieta_earthquake



https://www.iris.edu/hq/inclass/animation/sand_boil_forms_example_from_1989_loma_prieta_earthquake
https://www.iris.edu/hq/inclass/animation/sand_boil_forms_example_from_1989_loma_prieta_earthquake

123. Assignment 3, Module 8: Liquefaction:
https://www.scienceworld.ca/resource/liquefaction/



https://www.scienceworld.ca/resource/liquefaction/
https://www.scienceworld.ca/resource/liquefaction/







124. Assignment 3, Module 8: FEMA 454, Section 3.6.4:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf










125. Assignment 3, Module 8: Landslides: https://www.usgs.gov/natural-hazards/landslide-
hazards/science/landslides-101



https://www.usgs.gov/natural-hazards/landslide-hazards/science/landslides-101
https://www.usgs.gov/natural-hazards/landslide-hazards/science/landslides-101







126. Assignment 3, Module 8: Coseismic Landslide: https://www.usgs.gov/data/coseismic-
landslide-runout-and-mobility-ratio-data-publicly-available-mapped-landslide



https://www.usgs.gov/data/coseismic-landslide-runout-and-mobility-ratio-data-publicly-available-mapped-landslide
https://www.usgs.gov/data/coseismic-landslide-runout-and-mobility-ratio-data-publicly-available-mapped-landslide

127. Assignment 3, Module 8: Landslide Handbook Parts A and D:
https://pubs.usgs.gov/circ/1325/pdf/Sections/Section1.pdf


https://pubs.usgs.gov/circ/1325/pdf/Sections/Section1.pdf
https://pubs.usgs.gov/circ/1325/pdf/Sections/Section1.pdf
















128. Assignment 3, Module 8: Tsunami Basics: https://walrus.wr.usgs.gov/tsunami/basics.html

Life of a Tsunami

By Pacific Coastal and Marine Science Center


https://walrus.wr.usgs.gov/tsunami/basics.html







129. Assignment 3, Module 8: Megathrust Tsunamis:
https://www.iris.edu/hg/inclass/animation/subduction_zone_tsunamis_generated_by_me

gathrust_earthquakes



https://www.iris.edu/hq/inclass/animation/subduction_zone_tsunamis_generated_by_megathrust_earthquakes
https://www.iris.edu/hq/inclass/animation/subduction_zone_tsunamis_generated_by_megathrust_earthquakes

130. Assignment 3, Module 8: Tsunami: https://www.ga.gov.au/education/natural-
hazards/tsunami



https://www.ga.gov.au/education/natural-hazards/tsunami
https://www.ga.gov.au/education/natural-hazards/tsunami

How do tsunami differ from regular waves?

A tsunami is different from a wind-generated surface wave on the ocean. While wind-
generated waves in the deep ocean only cause water movement near the surface, a
tsunami involves the movement of water from the surface to the seafloor. Interestingly this
causes the speed of a tsunami to be controlled by the water depth, with faster speeds in
deeper water. Consequently, a tsunami slows as it approaches land and reaches
increasingly shallow water, which causes the distance between successive wave peaks to
decrease as well. Because the total energy within the wave does not change, the energy is
transferred to increasing the wave height (or amplitude). This is called wave shoaling.

Atsunami is often a series of waves and the first may not necessarily have the greatest
amplitude. In the open ocean, even the largest tsunami are relatively small, with wave
heights typically tens of centimetres or less away from the initial tsunami generation zone.
Higher oceanic wave heights often occur very close to the tsunami generation zone and
are sometimes observed (e.g., deep oceanic waves near two metres were measured close
to the source of the 2011 Japan tsunami). In any case, the shoaling effect can greatly
increase open ocean wave heights upon reaching the coast, with some tsunami reaching
an onshore height more than ten metres above sea level. Such extreme inundation is more
likely to occur nearer to the tsunami generation location (where oceanic wave heights are
larger), and at locations where the coastline shape is particularly favourable to tsunami
amplification. Most tsunami do not cause such extreme coastal inundation, and the effect of
small events may not be noticeable to without careful analysis of tide gauge
measurements.



What causes tsunami?

Earthquakes

75% of tsunami have been caused by large earthquakes on the sea floor when slabs of
rock move past each other suddenly, causing the overlying water to move. The resulting
waves move away from the source of the earthquake event.

Landslides

Landslides can happen on the seafloor, just like on land. Areas of the seafloor that are
steep and loaded with sediment, such as the edge of the continental slope, are more prone
to undersea landslides.

When an undersea landslide occurs (perhaps after a nearby earthquake) a large mass of
sand, mud and gravel can move down the slope. This movement will draw the water down
and may cause a tsunami that will travel across the ocean.

Volcanic eruptions

Tsunami initiated by volcanic eruptions are less common. They occur in several ways:
« destructive collapse of coastal, island and underwater volcanoes which result in
massive landslides

« pyroclastic flows, which are dense mixtures of hot blocks, pumice, ash and gas,
plunging down volcanic slopes into the ocean and pushing water outwards

« a caldera volcano collapsing after an eruption causing overlying water to drop
suddenly.

» Resonance of the ocean and atmospheric pressure waves caused by a large volcanic
explosion









131. Assignment 3, Module 8: Tsunami Ultimate Guide:
https://knowledge.aidr.org.au/resources/the-ultimate-guide-tsunami/#/



https://knowledge.aidr.org.au/resources/the-ultimate-guide-tsunami/#/




























132. Assignment 3, Module 9: EQ ShakeMaps: https://earthquake.usgs.gov/data/shakemap/



https://earthquake.usgs.gov/data/shakemap/




ShakeMap 4 Manual

written by: C. Bruce Worden, Eric M. Thompson, Michael G. Hearne, and David J. Wald

This online ShakeMap Manual (Worden et al.,, 2020), is for ShakeMap version 4. Version 4 is the official,
supported version of ShakeMap and all earlier versions are now deprecated. This manual supersedes all
other versions of the ShakeMap Manual, including the ShakeMap 3.5 Manual (both printed and online)
and the USGS Techniques and Methods document (508)12-A1.

ShakeMap ®, developed by the U.S. Geological Survey (USGS), facilitates communication of earthquake
information beyond just magnitude and location. By rapidly mapping out earthquake ground motions,
ShakeMap portrays the distribution and severity of shaking. This information is critical for gauging the
extent of the areas affected, determining which areas are potentially hardest hit, and allowing for rapid
estimation of losses. Key to ShakeMap's success, algorithms were developed that take advantage of any
high-quality recorded ground motions—and any available macroseismic intensity data—to provide
ground-truth constraints on shaking. Yet ShakeMap also utilizes best practices for both interpolating
recordings and—critically—providing event-specific estimates of shaking in areas where observations
are sparse or nonexistent. Thus, ShakeMap portrays the best possible description of shaking by
employing a combination of recorded and estimated shaking values.

This Manual provides background on technical aspects of ShakeMap including: 1) information on the
wide range of products and formats ShakeMap produces, 2) the uses of these products, and 3) guidance
for ShakeMap developers and operators.

Readers interested in understanding the way ShakeMaps works can navigate to the Technical Guide.
Those who want to use ShakeMap products and understand their varied forms can jump to the User's
Guide. The Software Guide provides information on the software architecture, installation and
configuration, and operational considerations for those wishing to run a regional ShakeMap system.















133. Assignment 3, Module 9: Induced Seismicity: https://www.usgs.gov/programs/earthquake-
hazards/myths-and-misconceptions-about-induced-earthquakes

Myths and Misconceptions About Induced Earthquakes

By Earthquake Hazards Program



https://www.usgs.gov/programs/earthquake-hazards/myths-and-misconceptions-about-induced-earthquakes
https://www.usgs.gov/programs/earthquake-hazards/myths-and-misconceptions-about-induced-earthquakes







134. Assignment 3, Module 9: EQ Early Warning Basics:
https://www.usgs.gov/media/images/earthquake-early-warning-basics-0

Detailed Description

Earthquake early warning systems like ShakeAlert® work because an alert can be transmitted almost instantaneously,
whereas the shaking waves from the earthquake travel through the shallow layers of the Earth at speeds of one to a few
kilometers per second (0.5 to 3 miles per second). This diagram shows how such a system would operate. When an
earthquake occurs, both compressional (P) waves and transverse (5) waves radiate outward from the epicenter. The P wave,
which travels fastest, trips sensors placed in the landscape, transmitting data to a Shakealert® processing center where the
location, size, and estimated shaking of the earthquake are determined. If the earthquake fits the right profile a ShakeAlert®
message is issued by the USGS. The message is picked up by ShakeAlert® partners which could be used to produce an alert
to notify people to take a protective action such as Drop, Cover, and Hold On and/or trigger an automated action. USGS
image created by Erin Burkett (USGS) and Jeff Goertzen (Orange County Register) and updated by Robert de Groot (USGS).


https://www.usgs.gov/media/images/earthquake-early-warning-basics-0

135. Assignment 3, Module 9: EQ Early Warning USGS:
https://www.usgs.gov/programs/earthquake-hazards/science/early-warning



https://www.usgs.gov/programs/earthquake-hazards/science/early-warning
https://www.usgs.gov/programs/earthquake-hazards/science/early-warning







Earthquake Intensity Scale (Abridged). The Modified Mercalli Intensity (MMI) Scale is composed of increasing levels of intensity that range from imperceptible
shaking to catastrophic destruction; levels of intensity are designated by Roman numerals. The MMI Scale does not have a mathematical basis; instead, it is a holistic
ranking based on observed effects. The lower range of the MM scale generally deals with the manner in which the earthquake is felt by people. The higher range
considers observed structural damage.



136. Assignment 3, Module 9: Tsunami Warnings: https://www.bom.gov.au/resources/learn-
and-explore/tsunami-knowledge-centre/about-tsunami-warnings



https://www.bom.gov.au/resources/learn-and-explore/tsunami-knowledge-centre/about-tsunami-warnings
https://www.bom.gov.au/resources/learn-and-explore/tsunami-knowledge-centre/about-tsunami-warnings







137. Assignment 3, Module 10: FEMA 454, Section 2.10:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf

138. Assignment 3, Module 10: HERP: https://www.hp1039.jishin.go.jp/eqchreng/eqchrfrm.htm



https://www.hp1039.jishin.go.jp/eqchreng/eqchrfrm.htm




2-4 Types of earthquakes in the Japanese archipelago

thquakes at or close to plate boundaries in
. but also on the geoll 1l

In the preceding section, we described how in the Japanese archipelago and the ing areas could be roughly divided into two types. The first type those
trenches and other locations. The second type comprises those earthquakes that occur some distance away. in shallow locations on land. Today. earthquakes are classified not only based on their

characteristics at the site of the earthquake.
A breakdown follows of the types of large earthquakes that occur in the Japanese archipelago and the surrounding areas (Fig 2-18).
























(1)Earthquakes near the plate boundary off the coast of Pacific Ocean

The Philippine Sea Plate is subducting toward the Chugoku-Shikoku region from the Nankai Trough, which lies in the Pacific Ocean off the coast of Shikoku (Fig.8-3).

The earthquakes that occur near the plate boundary off the coast of Shikokn are classified as (2) interplate earthquakes that occus due to the slipping movement at the bouadary between the subducting Philippine Sea Plate and the land plate and (b) earthquakes that occur in
somewhat deeper areas within the subducting Philippine Sea Plate.

1) Interplate carthquakes caused by the subduction of the Philippine Sea Plate
Great earthquakes of this type have occurred along the Nankai Trough. The seismic grovad motion from these earthquakes creates damage over 2 wide area, and generates tsunami that cause damage on the Pacific Ocean coast from the Kanto region to the Kyushu-
Okinawa region. Some of the largest earthquakes in Japan have been of this type. An example is the 1707 Hoei earthquake (M 8.4), with a broad source region from the western part of Suruga Bay to western Shikoku. These earthquakes have recurred in the past, and there

are many accounts of them in historical records.

One of these older earthquakes occurred in 684. In addition to damage caused by the seismic ground motion throughout the region, records indicate that many ships were sunk by the tsunami at Tosa, and that fields were submerged due to the crustal deformation. Later
earthquakes occurred in 887, 1096 and 1099, 1361, 1498, 1605, 1707, 1854, 1944 and 1946. Therefore, great earthquakes of M 8 or so have recurred at intervals of 100-150 years along the Nankai Trough.

The area in which these great earthquakes occur is somewhat defined. Those earthquakes whose source region extends from off the coast of Shikoks to off the coast of the Kii Peninsula are called Nankai Earthquakes. Earthquakes whese source region is further east than
that of Nankai Earthquakes are called Tokai The ing Tokai which are the cause of great concern has a source region along the Suruga Trough. Compared to the Tokai earthquakes of the past, this source region is much smaller

The great carthquakes along the Nankai Trough have occurred either simultaneously o in a series in adjoining source regions. Many of those that have continued in a series have started on the east side (Tokai Earthquake) and later moved to the west side (Nankai
Earthquake). For example, these great earthquakes can occur over several months of years, such as the 1944 Tonankai Earthquake (M 7.8) followed two years later by the 1946 Nankai Earthquake (M 8.0). In other cases, this series can occur over a very short time, such as
the December 23, 1854 Ansei Tokai Earthquake (M 8.4), followed 32 hours later, on December 24, by the Ansei Nankai Earthquake (M 8.4). In addition, two earthquakes have ocerred almost simultancously in the Tokai area and the Nankai area. An example is the 1605
Keicho Earthquake (M 7.9) and the 1707 Hoei Earthquake (M 8.4), which are thought o have occurred over the entire sea area from Tokai to Nankai

Compared to earthquakes in other regions in Japan, these earthquakes occur at well-understond intervals. The sefsmic ground motion and size of the tsunami differ considerably with each occutrence, however. For example, the 1605 Keicho Earthquake generated a tunami
that struck the Pacific Ocean coast from the Kanto region to Kyushu, however, there was almost no recorded damage from seismic ground motion. Therefore, it is suggested that this was a "tsunami ("slow eartt " or "low-frequency ') whose
fault slipped more slowly thaa that of a normal earthquake.

Alook at the crustal movement in the Shikoku region shows that the area near Cape Muroto extended in a northwest-southeast direction during the period in which the 1946 Nankai Earthquake occurred. In addition, Cape Muroto, which ordinarily subsides, uplifted about 1
meter dusing the These indicate that the caused the Shikoku-side crust to greatly ride over the Pacific Ocean side one. This type of crustal movement near Cape Muroto and Cape Ashizuri accompanied by great earthquakes has occurred
repeatedly along the Nankai Trough for at least the past 100 thousand years. Near Cape Muroto, in particular, there is flat terraced land (coastal terraces) where upheavals of the shallow seabed have occurred in the past. This was known to have been coastline about 125
thousand years ago, but this site has now been lifted to a height of about 200 m above sea level. In addition, the outskirts of Kochi City at the rear of Cape Muroto on the northwest side subsided about 1 meter at the maximuem during the 1946 Nankai Earthquake. Damage
was caused by an influx of seawater.

Since the 1946 Nankai ion has been bserved Shikoku in a northwest-southeast direction. This indicates that the accumulation of strain has begun, preparing the next Nankai earthquake, caused by the subduction of the Philippine Sea Plate.
2) Earthquakes within the subducting Philippine Sea Plate
The depth of earthquakes within the subducting Philippine Sea Plate is about 30 km near the Pacific Ocean coast in central Shikoku. To the north, for example, near the Median Tectonic Line, this depth extends to about 40 km. The depth is vaclear further north. Small

carthquakes periodically occur within the subducting Philippine Sea Plate bencath the Shikok: but large are unkaown. Oxne theory, however, holds that the 1789 earthquake in southern Tokushima Prefecture (M 7.0) occurred within the
subducted Philippine Sea Plate.

In contrast, the earthquakes that occur periodically from the western part of the Seto Inland Sea to the area near the Bungo Channel appear to be related to the area of occurrence for deep earthquakes that occur below Kyushu (earthquakes within the subducted Philippine
Sea Plate below Kyushu). Several earthquakes are known to have caused damage to the surrounding coastline from the western part of the Seto Inland Sea to the area near the Buago Channel Historical acconats indicate that destructive earthquakes of the M 7 or so
occurred in 1649 (M 7.0), 1686 (M 7-7.4), and 1854 (M 7.3-7.5). An earthquake that occurred after 1868 (the beginning of Meiji era) was the 1905 Geiyo Earthquake (M 7 1/4). These earthquakes are also thought to have occurred in somewhat deeper locations within the
subducted plate, though the locations have not been defined. Additionally, the 1968 earthquake at Bungo Channel (M 6.6) and the 1979 earthquake at the western part of the Seto Inland Sea (M 6.1), were events within the subducted plate at somewhat deeper locations.






139. Assignment 3, Module 10: EQ Hazard Basics: https://www.usgs.gov/programs/earthquake-
hazards/science/earthquake-hazards-101-basics



https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-101-basics
https://www.usgs.gov/programs/earthquake-hazards/science/earthquake-hazards-101-basics



















140. Assignment 3, Module 10: EQ Hazard Education:
https://www.usgs.gov/programs/earthquake-hazards/education



https://www.usgs.gov/programs/earthquake-hazards/education
https://www.usgs.gov/programs/earthquake-hazards/education

























141. Assignment 3, Module 10: EQ Hazards Animation:
https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earth

quake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake
%20feed%2C%20in%20the%20left%20navigation.



https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earthquake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake%20feed%2C%20in%20the%20left%20navigation.
https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earthquake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake%20feed%2C%20in%20the%20left%20navigation.
https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earthquake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake%20feed%2C%20in%20the%20left%20navigation.
https://earthquake.usgs.gov/earthquakes/feed/v1.0/kml.php#:~:text=To%20view%20earthquake%20animations%20in%20Google%20Earth%20follow,Select%20the%20earthquake%20feed%2C%20in%20the%20left%20navigation.

142. Assignment 3, Module 10: Design Maps: https://www.usgs.gov/programs/earthquake-
hazards/design-ground-motions



https://www.usgs.gov/programs/earthquake-hazards/design-ground-motions
https://www.usgs.gov/programs/earthquake-hazards/design-ground-motions

143. Assignment 3, Module 10: Earthquake Risk: https://www.fema.gov/emergency-
managers/risk-management/earthquake



https://www.fema.gov/emergency-managers/risk-management/earthquake
https://www.fema.gov/emergency-managers/risk-management/earthquake










144. Assignment 3, Module 10: Exploring Natural Hazards:
https://www.sciencelearn.org.nz/resources/2624-exploring-natural-hazards

Includes webinar with following timestamps (webinar not included in this document):


https://www.sciencelearn.org.nz/resources/2624-exploring-natural-hazards




145. Assignment 5, Module 1: Occupancy Study Note: https://www.catriskcredentials.org/wp-
content/uploads/2020/05/Exam-3c-Study-Note-Occupancy-Class.pdf



https://www.catriskcredentials.org/wp-content/uploads/2020/05/Exam-3c-Study-Note-Occupancy-Class.pdf
https://www.catriskcredentials.org/wp-content/uploads/2020/05/Exam-3c-Study-Note-Occupancy-Class.pdf

Exam 3: Cat Risk Management Insurance Fundamentals
Part C— Module Title: Occupancy Class
Study Note

Occupancy Classes with Similar Structural or Non-Structural Features

Claims data is often used to inform vulnerability curves in a catastrophe model. Claims data is much more available
and easy to work with for residential risks. For commercial risks, claims data is less available so model vendors
employ engineering judgement along with claims data to differentiate commercial vulnerability. Model vendors
study the structural and non-structural features of different occupancy classes to help inform how to differentiate
occupancy classes built with the same construction materials.

For example, oceupancies such as gas stations and strip malls often have large storefront windows that make these
types of structures more vulnerable to wind damage from wind-borne debris. Other occupancy classes, such as a
warehouse or an auto repair shop, might have large garage door bays that are highly vulnerable to damage from high
wind pressure.

Occupancy Class to Differentiate Contents Vulnerability

The contents within a structure vary greatly between occupancy classes. As a result, two occupancy classes can
result in the same level of building damage but have different levels of contents damage. Consider a hospital a
hospital and an auto repair shop. The hospital has very sensitive equipment that can be easily damaged during an
earthquake when subject to high levels of ground motion, or easily damaged during a hurricane when subject to rain
and wind. The auto repair shop contains heavy tools, workbenches, etc. that may be able to better survive the
elements of a hurricane or earthquake. Assuming both occupancies are subject to the same level of building
damage, we might expect more damage to the contents of the hospital than the auto repair shop.

Occupancy Class to Differentiate Loss of Use Vulnerability

Ocecupancy class heavily influences the additional living expenses or business interruption costs (collectively
defined as loss of use). The downtime that results while a home or business is addressing the associated building
and contents-related damages will vary by occupancy class. Some occupancy classes, such as a church or a schoal,
may be able to more relocate into temporary facilities to resume operations while repairs are made to the damaged
structure. Other occupancy classes, such as a hotel, rely on their location and cannot easily relocate. As a result,
these occupancy classes might result in higher loss of use damage for the same level of building damage as other
cccupancy classes.

Mot all event result in significant building repairs. The less severe events might result in limited physical damage
but loss of use damage can still be incurred due to utility damage and power outages. A restaurant or a grocery store
can result in significant business interruption loss during a power outage, while an office building may only have
limited business interruption costs.



146. Assignment 5, Module 1: FEMA 454, Sections 4.5.2, 4.9, and 5.2:
https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf
https://www.wbdg.org/FFC/DHS/fema454.pdf


































147. Assignment 5, Module 1: Building Height Study Note:
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-
Building-Height.pdf



https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Height.pdf
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Height.pdf

148. Assignment 5, Module 1: Building Codes Study Note:
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-
Building-Codes.pdf



https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Codes.pdf
https://www.catriskcredentials.org/wp-content/uploads/2020/07/Exam-3c-Study-Note-Building-Codes.pdf

149. Assignment 6, Module 1: FEMA 454, Sections 1.4.1 - note the below contains all of section
1.4 (there are no sub-sections): https://www.wbdg.org/FFC/DHS/fema454.pdf


https://www.wbdg.org/FFC/DHS/fema454.pdf

150. Assignment 6, Module 1: ARA Mitigation Study, Sections 5.2 and 5.3:
https://enclosurenews.com/PDFs/ARA_Loss_Mitigation_Study.pdf

5.2  Group I Buildings

The analysis of Group | MF residential buildings 1s divided into two major building code eras:
pre-FBC and post-FBC. Pre-FBC construction refers to all site-bumlt MF buildings built before the
implementation of the 2001 Florida Building Code (permitied prior to March 1, 2002). Posi-FBC
construction refers to any Flonda building permitted on or afier March 1, 2002 and includes two eras
(FBC 2001 and FBC 2006). This separation recogmzes the changes brought about by the FBC and the
fact that the methods used to verify the construction features may be different for existing and new
construction.

5.2.1 Pre-FBC Construction

The development of loss relativities for Group 1 MF residential buildings built prior to the FBC
follows the same approach used in Section 4.2 for pre-FBC single-family homes. For Group | buildings,
the determination of the presence or absence of wind mitigation features for houses built prior to the FBC
is made from an inspection/verification process. That is, since Group | buildings permitted before March
1, 2002 were bult to different standards in different parts of the state, it was concluded that the
determination of wind mitigation features should be accomplished though visual inspection on a building-
by-building basis. In other words, it was not practical to evaluate and develop loss relativities for all the
possible year-built construction eras on a statewide basis. Hence, the concept of verifiable wind
mitigation features through an inspection process has driven the development of rate differentials for
Group | buildings permitted prior to March 1, 2002,

The mitigation features for Group | construction follow from the single family residence features
discussed n Section 4. New features include: roof cover type, roof slope, and soffits. We also include a
flat roof shape for Group l. Group | construction is based on modeled 2 story buildings and we do not
consider number of stories as a factor for Group L

5.2.1.1 Loss Relativity Tables Normalized to Typical Construction

Table 5-2 through Table 5-5 are the loss relativity tables, normalized to typical construction.
These tables are analogous to Table 4-5 through Table 4-8. The typical building corresponds to the low-
slope other roof shape, non-tile and non-FBC roof cover, clips, Deck B, no shutters and wood soffits. This
15 the same typical building used to normalize the single family tables, except that for Group 1, the
building 15 two stories instead of one.

The range of relativities is less that the same range for the single family houses. For example, in
Terrain B, the strongest building has a relativity that 15 2.27 lower than the typical building, whereas the
wieakest building has a relativity that is 1.86 time larger than the typical building. The overall range 15 4.2
vs. 7.5 for Terrain B single family.

In Terrain C, the strongest building has a relativity that 1s 3.75 times lower than the typical
building and the weakest building has a relativity that 1s 1.58 times larger than the typical building. The
overall range is 5.9, which is less than the overall Terrain C single family range of 10.3.


https://enclosurenews.com/PDFs/ARA_Loss_Mitigation_Study.pdf





























































#  Shutter interpolation between MNone and Hurnicane (Table 5-11, ltem #9)
Wind, door, and skylight leakage potential (Table 5-11, ltem #11)
Roof Cover Age Interpolation (Table 5-11, Item #13)

The application of the sccondary factors follows the methodology provided for SF homes n
Section 4.2.5. First, the shutter interpolation factor should be applied to the primary relativity using
Equation {4-2). Next, the FBC roof cover age interpolation factor should be applied (if applicable) using
Equation (4-3). Any other secondary factors should then be combined using Equation (4-1b), and the final
relativity should be computed using Equation (4-1a).

533 Discussion of Group I1 Loss Relativity Results

As expected, there 15 a wide range of relativities from the weakest to the strongest buildings. For
Terrain B, the ratios of weakest to strongest relativities range between 5.4 in the lowest wind zone to 2.5
in the highest wind zone. For Terrain C, the mtios are larger, ranging from 8.3 in the lowest wind zone to
2.9 1n the highest wind zone. The vanation in the ratios 15 due to the fact that opening protection and FBC
equivalent roof covers are much less likely to fail in the lower wind speed zones than i the higher wind
speed zones. Nonetheless, the dollar savings in losses due to mitigation will be higher in the high wind
speed zones because the frequency of severe events 1s higher and the expected losses for the base building
class are higher.



